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Abstract— In this paper, we present a visualization system for the visual analysis of PET/CT scans of aortic arches of mice. The
system has been designed in close collaboration between researchers from the areas of visualization and molecular imaging with
the objective to get deeper insights into the structural and molecular processes which take place during plaque development. Under-
standing the development of plaques might lead to a better and earlier diagnosis of cardiovascular diseases, which are still the main
cause of death in the western world. After motivating our approach, we will briefly describe the multimodal data acquisition process
before explaining the visualization techniques used. The main goal is to develop a system which supports visual comparison of the
data of different species. Therefore, we have chosen a linked multi-view approach, which amongst others integrates a specialized
straightened multipath curved planar reformation and a multimodal vessel flattening technique. We have applied the visualization
concepts to multiple data sets, and we will present the results of this investigation.

Index Terms—Vessel visualization, plaque growth, multipath CPR, vessel flattening.

1 INTRODUCTION

Cardiovascular events are responsible for over 50% of all deaths in
Europe1 with over 2 million people dying every year. Although pre-
ventive measures on the population level and curative medicine have
contributed to the continuing decline of cardiovascular mortality over
recent years, early identification of the individual subject at risk of
cardiovascular complications remains a great challenge. Most of the
vascular pathologies and the majority of cardiovascular events arise
from atherosclerosis which is characterized by typical inflammatory
degenerative processes in the vessel wall. The main pathologic feature
of atherosclerosis is the atherosclerotic lesion (plaque). It develops
during a series of highly specific cellular and molecular inflamma-
tory processes in the vessel wall and leads primarily to a constriction
of the vessel (stenosis) [8, 23]. The vascular inflammation is charac-
terized and driven by infiltration of cells into the vessel wall in con-
junction with a concomitant incorporation of lipids and deposition of
calcium. The individual prognosis of the plaque and the patient with
respect to plaque rupture and the subsequent life-threatening events
myocardial infarction or stroke is determined by the structural, func-
tional and molecular characteristics of the plaque. An integrated ap-
proach combining morphological, functional and molecular imaging
modalities to multi-parametrically characterize atherosclerotic lesions
should evolve as a powerful clinical tool to predict and prevent future
cardiovascular events. This goal can only be achieved by incorpo-
rating a multitude of parameters derived from different modalities to
gain a profound understanding of the development of atherosclerosis.
In this context, the search for specific molecular markers, which al-
low to image the different states of atherosclerosis development, is
an ongoing research direction in molecular imaging. To validate the
parameters such as inflammation, local enzyme activity, vessel diame-
ter or calcium deposits, which are acquired through imaging by using
new molecular markers, mouse models of atherosclerotic lesions are
established. Thus the validation of new markers and imaging technolo-
gies as well as the understanding of the process of plaque development
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within the mouse model is the first step towards classifying the state of
atherosclerosis in human beings in order to support a better and earlier
diagnosis of cardiovascular diseases.

While medical workstations are established for clinical practice,
most medical research oriented tasks can only, if at all, be performed
by combining different software tools for medical imaging, which
have their strengths and weaknesses in different aspects, e. g., regis-
tration, visualization or quantification. However, most often research
questions cannot be answered without implementing new techniques
which have been adapted to the current needs. Furthermore, exchang-
ing data between different software tools is error prone and results in
a lengthy analysis process. As a consequence, besides the challenges
behind the development of the innovative imaging technologies, new
visualization systems for the interactive analysis of the resulting multi-
parametric imaging data are needed.

In this paper, we describe a visualization system, which has been
developed collaboratively by researchers from visualization as well as
molecular imaging. The goal of the system is to optimally support
the work flow when exploring combined vessel imaging data from
high resolution small animal positron emission tomography (PET) and
computed tomography (CT), where the PET data shows inflammatory
plaque activity and the CT data provides information about degree of
stenosis, calcification, wall thickness and such. With the proposed
system, it becomes possible to intuitively and efficiently use multi-
modal imaging data to clinically characterize the complex scenario of
atherosclerotic plaques in the aortic arches of different mouse models.
The system has been designed with the objective to facilitate the spa-
tial understanding of imaged plaque regions and to support a quantita-
tive in depth analysis. By exploiting comparative visualization strate-
gies, individual data sets can be compared to control groups in order
to be able to compare mouse models or mice fed with different diets.

2 RELATED WORK

Although 2D slice views are frequently used in medical visualiza-
tion, they are unsuitable for visualizing longitudinal structures such
as vessels. There are mainly two alternative approaches for the vi-
sual exploration of vessel structures: 3D visualizations and different
variants of planar projections. 3D visualizations often exploit model-
based approaches, which abstract the geometry of the vessels to be
visualized [4, 21], but more recently also model-free visualization
techniques have been proposed, which reduce the degree of abstrac-
tion [25]. While 3D approaches have the advantage that they reflect
the overall structure of the vessel very well, they have limitations when
visualizing a vessel’s interior. Therefore, different projection based vi-
sualization techniques have been exploited. Kanitsar et al. have pre-
sented techniques for generating curved planar reformations (CPRs),
where longitudinal cross sections are generated to show parts of the
vessel’s lumen as well as the surrounding tissue in a curved plane [13].



In their paper they discuss three CPR variants: projected, stretched and
straightened. Since the generated longitudinal cross-sections do not
cover the whole vessel, they present Thick CPR, where different com-
positing schemes are exploited to accumulate the data for the entire
lumen. Furthermore, they propose an image-based algorithm for com-
bining multiple CPRs within one image. In more recent publications,
the same authors present further CPR improvements [14, 15]. By ap-
plying an untangling process, they are able to reduce the occlusion
of multiple overlapping vessels in a multipath CPR. Won et al. have
proposed an alternative approach to provide an uncluttered view to the
abdominal aorta and its branches [32]. By combining the abstraction
of a vessel’s geometry through convex primitives with an appropriate
placement algorithm, they were able to generate one uncluttered im-
age containing all relevant information. Besides these image-based
approaches for integrating multiple branches into one visualization,
also center line reformation techniques have been proposed. He et
al. refine the center line by using a multi-scale approach, before they
flatten the tree semiautomatically by using a so-called medial axis re-
formation [10]. More recently, Lee et al. did also focus on the problem
of non-planarity of vascular trees [20]. They reduce visualization ar-
tifacts introduced by non-planar vascular tree alignment by using a
high-level description of the medial axis. This description is exploited
in order to achieve a reformation process which embeds the vascular
tree into the image plane.

While CPR techniques are frequently employed in the medical diag-
nosis process, they have the drawback that not the entire vessel lumen
can be visualized. Therefore, Kanitsar et al. use a helical sampling
pattern to show the vessel lumen [15]. Besides that, other flattening
strategies have been applied to vessels. Zhu et al. present a con-
formal flattening technique for vessel systems, which is based on a
discrete representation of the Laplace-Beltrami operator [34, 36]. In
a later publication by the same authors a technique for achieving an
area-preserving flattening of vessels is described, which is based on
the mass transport theory [35]. Not only vessel visualization tech-
niques present complex structures by a projection into a plane, similar
approaches are also exploited in the area of virtual endoscopy. For
instance, conformal colon flattening is used to project the surface of
the colon into a plane to support improved inspection [11]. More
recently, Williams et al. have presented an approach for virtual en-
doscopy by utilizing CPR in combination with DVR [30]. They use
volume rendering for hollow regions, which can be combined with
one of the three standard CPR techniques applied to the surrounding
tissue. To improve the integration of contextual structures into CPR
visualizations, Straka et al. present a combination of DVR and CPR
techniques [27]. By integrating a CPR into a DVR rendering, they are
able to generate an easy to comprehend focus and context visualization
of vessel structures.

Additionally, techniques have been proposed in the volume render-
ing community to support data deformations. Laidlaw has described a
ray-based algorithm, which casts rays along deformed paths in order
to generate a variety of deformations [18]. The approach of Brunet
et al. focuses more on the exploitation of the capabilities of graphics
hardware [3]. By using slicing in combination with their deformation
function, the desired deformations can be applied interactively with
their proposed deformation widgets.

Besides these more technical papers, also more general system pa-
pers can be found in the literature. For instance, Wink et al. propose a
vessel analysis system which is based on a 3D visualization of angiog-
raphy data sets [31]. By interactively setting the start- and endpoints
of a vessel, a center line computation is initiated and the minimum di-
ameter as well as a surface representation of the vessel is computed.
Hahn et al. describe the general concepts underlying a vessel visu-
alization pipeline [9], starting with the center line detection and pro-
cessing before focusing on the actual visualization issues. Similar to
the approach described in this paper, the VascuVision system also ex-
ploits multiple linked views in order to support the visual analysis of
vessels [7]. The system can be used to interactively extract the center
lines of vessels before visualizing them in 3D as well as by using CPR.
Furthermore, the vessel diameter and cross cuts along the vessel can be
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Fig. 1. The preparation showing a cast of an aortic arch of a mouse
embedded in Paraffin (a), and resulting renderings of the CT (b) and
PET (c) scans of the Paraffin block. As it can be seen in (b) and (c), three
markers have been added to support the registration of the modalities.
The inset in (b) shows a cut through a marker in the CT data set.

displayed. However, multipath CPR for comparative visualization and
multimodal techniques have not been integrated into the VascuVision
system. A 3D visualization approach based on harmonic skeletons
for analyzing stenosis has been presented by Yang et al. [33]. Besides
these techniques specialized on vessel visualization, also more general
multiview systems for medical visualization have been proposed. For
instance, Kohlmann et al. have described an automatic approach for
adjusting 3D rendering parameters by selecting structures of interest
in a coupled 2D view [16]. Additionally, many publications target-
ing multimodal visualization exist. For instance, Beyer et al. propose
an application for neurosurgical planning, which allows to visualize
anatomical and functional data in an integrated manner by exploiting
multi-volume rendering based on a brick data structure [1]. More re-
cently, Rieder et al. have proposed a multimodal approach for planning
head tumor treatment by also considering anatomical and functional
data of the brain [22]. In contrast to these approaches, multimodal
vessel visualization techniques need to convey both the overall vessel
structure as well as the vessel’s interior.

3 DATA ACQUISITION AND REGISTRATION

To gain knowledge about the process of plaque development, ex-vivo
preparations of the aortic arch of different mouse models have been
generated. Each preparation consists of a cuvette filled with Paraffin,
into which one aortic arch filled with Microfil contrast agent (Flow
Tech Inc, Massachusetts) has been embedded (see Figure 1 (a)). Be-
sides the aortic arch the three outgoing vessels, i. e., the right bracheo-
cephalic artery, the left common carotid artery and the left subclavian
artery, are preserved in the preparations. The Microfil, which has been
injected before dissection, serves as contrast agent and generates a cast
of the vessels. We have chosen the density of the Microfil such that
the intensity ranges of the Microfil, the vessel wall and the Paraffin do
not overlap. Avoidance of an overlap in combination with the stan-
dardized CT scanning protocol allows us to distinguish the lumen, the
vessel wall as well as the outer regions based on intensity ranges. This
is essential for all visualization techniques described in Section 4. To
be able to examine besides the morphological structures also the cur-
rent state of plaque growth, radioactive PET tracers have been injected
prior to dissection. Before discussing the visualization techniques ex-
ploited for the visual analysis, in the remainder of this section we will
briefly describe the data acquisition and the necessary data process-
ing from a technical point of view. More details regarding the mouse
models and the PET markers can be found in Section 5.

A PET as well as a CT rendering of the aortic arch embedded in
Paraffin is shown in Figure 1 (b) and (c). While the aorta itself has a
diameter of about 0.7−1.4 mm, the outgoing vessels are even smaller.
Therefore, high resolution imaging devices are needed for the acquisi-
tion. We use the very high resolution QuadHidac scanner for acquiring
the PET modality and a Siemens Inveon small animal CT scanner for
the CT acquisition. The QuadHidac scanner has a resolution of 0.7 mm
(full width half maximum with resolution recovery) and produces 16
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Fig. 2. Screenshots of the interactive cropping and registration dialog.
By selecting the region of interest, the user can generate a cropped
data set (a). By double clicking on a marker, the user initiates a region
growing process, which is used to determine the center of the markers,
which are depicted by the differently colored circles (b).

bit data sets consisting of 160×90×70 voxels, whereas the CT scan-
ner has a resolution of 15µm and generates 8 bit data sets consisting
of 1024× 1024× 1023 voxels. Since this amount of data is too large
to handle for most consumer graphics boards and, as it can be seen in
Figure 1 (b), only rather small areas of the volume are occupied by the
aortic arch, we provide an interactive dialog for cropping the data sets
(see Figure 2 (a)). Thus, only the region of interest is contained in the
data to be processed, and all data sets fit into graphics memory.

Since the two modalities have been acquired with different scan-
ners, a registration has to be performed. While there are sophisticated
algorithms for registering two similar data sets, for instance two CT
data sets, the problem is a little more complex in the described case.
As it can be seen in Figure 1 (c), in the PET data set no matching
morphological structures can be exploited as landmarks for the regis-
tration. Thus, interactively selecting points of interest within the data
sets is difficult. Therefore we exploit three spherical ceramic markers
which have been inserted into the Paraffin block. To ensure marker vis-
ibility in both modalities (recall Figure 1 (b) and (c)), the radiopaque
markers were also labeled with the radioisotope F-18-Fluoride.

The actual registration is done in another dialog, which allows to
interactively select the markers, before detecting the center of each
marker in both PET and CT and computing the desired transforma-
tion matrix T (see Figure 2 (b)). Based on the computed centers, we
have implemented a least-squares solver for the multimodal registra-
tion. While the theory behind this registration process is well under-
stood, we had to deal with some practical problems. To detect the
markers within the data set, we have implemented a threshold-based
region growing approach [12] for which the seed points can be placed
manually with a single mouse click. One problem with the region
growing approach is the fact that not all markers had a uniform inten-
sity inside. While the radioactive PET tracer was generally absorbed
very well, in many cases the markers showed an intrinsic inhomoge-
neous density in the CT data set (see inset in Figure 1 (b)). When
assuming that the markers approximate a spherical shape, the mean
of all voxel positions belonging to the marker, i. e., the result of the
region growing process, would be a good approximation of the center.
However, since in our case the intensity is distributed non-uniformly
towards the center of the marker, and thus not all marker voxels can be
detected during a single region growing pass, we had to adapt this ap-
proach. In the first step, we determine an intermediate center by com-
puting the mean of all voxel positions belonging to the filled region.
Then, in a second step, we use this center as a seed point for another
boundary-based region growing process, which fills the empty regions
inside the marker. This is possible since the surface is the most dense
part of the marker. Then we could compute the new center for the thus
determined marker region by computing the mean of all marker voxel
positions. While this is a rather simple approach, the validation of
the registration presented in Section 5 has shown that it works well in
practice. After determining all three center points in both modalities
in the same order, the least squares solver can be used for computing
the registration transformation T .

Fig. 3. When generating comparative visualizations, dealing with bio-
logical variance is challenging. The images show CT renderings of the
lumen of the aortic arch of four different mice. The colored lines repre-
sent the computed center lines for the aortic arch (red) and the outgoing
vessels (green).

4 COMPARATIVE MULTIMODAL VISUALIZATION

As mentioned in Section 1, the goal of this work is to identify and vi-
sually analyze the different stages of plaque growth in the aortic arch
of the mouse as a reference model. Before presenting the visualiza-
tion approaches exploited to reach this goal, we briefly summarize our
design decisions, which have been made based on the four following
affordances.

Spatial comprehension. As required by most approaches in the
area of scientific visualization, spatial comprehension is a key crite-
rion. While 2D slices are a good choice for many daily routine di-
agnostic tasks, they are insufficient for inspecting longitudinal struc-
tures such as vessels, which may intersect multiple adjacent slices in
an awkward manner. In general, 3D displays are good for gaining an
overview of a 3D space and for understanding 3D shapes [28]. Ac-
cordingly, 3D visualizations of vessels result in an improved spatial
comprehension (see for instance Figure 1 (b), Figure 3 or Figure 5).
However, they suffer from other drawbacks such as occlusion or, in
our case more prominent, the disadvantage of not being able to appro-
priately visualize the interior of the vessels.

Multimodal/multi-parametric visualization. To support the in-
spection of structural, functional and molecular characteristics of a
plaque, the inspection has to be done based on the multimodal PET/CT
data acquired and registered as described in Section 3. Furthermore,
the system needs to be able to integrate further variables derived from
the data set such as wall thickness and lumen diameter.

Comparative visualization. The development of atherosclerosis
is a well-defined chronic process in different animal models. These
models are typically based on gene knock-outs in mice, which lead
to variable dynamics and manifestation of the disease. Therefore, the
intraindividual follow-up in a single mouse over time as well as the
interindividual comparison between different mouse models or with
control groups is of interest and comparative visualization approaches
are required. The main challenge in the area of comparative visual-
ization is variability. Due to biological variance and preparation ar-
tifacts, no direct mapping between different data sets is possible (see
Figure 3). Thus it has to be ensured that a mapping between more
or less differently shaped structures can be determined. Furthermore,
this visualization should support an in-detail inspection by allowing to
establish precise relationships between different regions in the same
data set as well as different data sets. Since Springmeyer et al. did
observe that these relationships can be best established in 2D [26], we
have decided to use a 2D comparative visualization.

Quantification. Finally, all visualized parameters must be quan-
tifiable. When comparing different mouse models, not only relative
conclusions have to be drawn, but also quantitative ones. Thus, pa-
rameters such as wall thickness, vessel lumen and regional uptake of
molecular markers need to be displayed numerically.

Obviously the ultimate goal is to meet all the affordances described
above. However, there exists a strong dependency between the af-
fordance of spatial comprehension and the affordance of comparative
visualization. To deal with the variability of the data sets, a normaliza-
tion is required in order to support a comparative visualization, i. e., a
mapping must be found which maps all data sets into a unified space.



Fig. 4. Multiple linked views are employed to allow a comparative visu-
alization of aortic arches of mice while still supporting spatial compre-
hension. From upper left to lower right: A multipath straightened CPR,
flattening views, showing wall thickness, lumen diameter and PET up-
take. The 2D cross section allows in-detail inspection, and the 3D view
supports spatial comprehension by providing an overview.

Unfortunately, this mapping will result in distortion to some degree
and thus affects spatial comprehension. Therefore, we decided to ex-
ploit a linked multi-view approach in order to support both spatial
comprehension and comparative visualization at the same time. How-
ever, simply linking a 3D visualization with a normalized representa-
tion does not help much. For instance, in our case, due to the applied
normalization, the flattening exhibits a vertical non-linearity of the dif-
ferent segments of the aortic arch. Additionally, while the 3D view of
the lumen reflects the diameter of the vessel, this is not the case in the
normalized visualization, which further affects spatial comprehension.
Thus, especially when the user changes the viewing parameters in the
3D view, we experienced a high cognitive effort when trying to men-
tally register the linked views. Therefore we have chosen to integrate
an intermediate visualization to support the mental linking of the 3D
visualization with the normalized visualization.

Since mental registration comprises a pattern matching, where
unique features in one view are matched with features in the other
view [28], we need to incorporate unique features within the available
views. For the aortic arch these features are clearly given by the right
bracheocephalic artery, the left common carotid artery and the left sub-
clavian artery (recall Figure 1 (b)). Thus an already normalized visu-
alization, which still shows the overall structure of the aortic arch with
the outgoing vessels, could be a successful link between the 2D and the
3D visualization. We have decided to use a modified straightened CPR
technique together with vertical normalization to achieve this goal.
While this reduces occlusion, we are able to depict the undistorted
diameter of the vessel as well as the positions of the arteries. By intro-
ducing this intermediate visualization, the abstraction of the 3D view
towards the normalized visualization is divided into two significantly
smaller stages of abstraction. Figure 4 shows the linked multi-view
system containing the discussed views plus a 2D cross sectional view.
In the following subsections we will describe the techniques used to
generate the views as well as the realized interaction metaphors.

4.1 3D Visualization
For the 3D view of the vessels, we have implemented a GPU-based
ray-caster based on the rasterization of the volume’s proxy geometry
to obtain entry- and exit-points [17]. To visualize multimodal data sets,
we had to apply two modifications to the original algorithm. First, we
had to ensure that the registration transformation T is applied, and
second, we had to develop a novel compositing scheme, which allows
to combine DVR compositing as used for CT with MIP compositing
as used for PET.

The application of T during the visualization process is necessary
since we have decided not to apply resampling. This proceeding is
beneficial since we have differences in resolution of a factor of over
6 between the two modalities (recall Section 3). Thus, resampling

Fig. 5. Two different views of our modified GPU-based ray-caster, which
allows to generate multimodal renderings at interactive frame rates by
exploiting a combined DVR/MIP compositing scheme. Both images
show the lumen of the vessel and the hot region located in the ves-
sel wall. The vessel wall itself is excluded from the visualization in order
to reveal the narrowing of the lumen.

the higher resolution CT data set would result in a loss of informa-
tion, while resampling the lower-resolution PET data set would lead
to unnecessary high memory consumption. Applying T during the
rasterization of the proxy geometry helps to avoid these problems and
additionally conserves the original data sets. Now that we have two
registered proxy geometries, they can be rendered, and the actual ray-
casting can be performed. We have chosen to follow an approach pro-
posed by Brecheisen et al. [2], which exploits depth peeling in order
to generate the successive pairs of entry- and exit-positions for the
two modalities. The only modification is affecting the compositing as
done during the ray marching. Just blending the result of the DVR CT
rendering and the MIP PET rendering would affect the spatial com-
prehension, since high PET intensities lying behind the lumen wall,
which is displayed opaque in the DVR, would be visible. To get a cor-
rect occlusion relation, during the MIP generation we only consider
those PET samples which lie in front of the lumen wall.

By using this modified GPU-based ray-caster, we are able to gen-
erate multimodal renderings at interactive frame rates such as those
shown in Figure 5. Based on the known intensity ranges of the wall
and the lumen, we have chosen the transfer function in a way that only
the lumen of the vessel is visible. By visually suppressing the vessel
wall, we ensure that the PET uptake, which is entirely located inside
the wall, is completely visible. The color scales have been chosen to
match those widely used in clinical practice.

4.2 Straightened Multipath CPR
As mentioned above, one of the goals of our modified CPR approach
is to support spatial comprehension by providing an intermediate visu-
alization, which already incorporates some normalization. Therefore
we have adapted the straightened CPR approach, which is a special-
ized form of a CPR, where the center line of the vessel is straightened
before projecting it onto the image plane [13]. To deal with the bad
perceptual qualities of straightened CPR, we have further integrated
the branching vessels as visual landmarks. Although due to the applied
compositing, even the Thick CPR variant cannot capture the entire in-
formation for a vessel’s interior [13], this does not pose a problem
in our case, since we additionally exploit a flattening technique (see
Subsection 4.4) for detailed inspection of the vessel’s interior.

4.2.1 Center Line Computation

Kanitsar et al. state that the most important prerequisite for CPR visu-
alization is an appropriate estimation of the center line of a vessel [14].
Among different tested algorithms, the curve skeleton approach [6, 5]
led to the best results for all those available data sets which did not
suffer from too serious preparation artifacts, as for instance a split aor-
tic arch. By using this algorithm, we compute the center line of the
segment containing the lumen and the vessel wall, instead of just the
lumen, in order to get a less noisy center line for sick mice suffering
from a high degree of stenosis.

Since a typical curve skeleton is given by multiple segments, fur-
ther processing is required to transform the skeleton into a center line,
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Fig. 6. To be able to provide a comparative visualization of different data
sets, we have to normalize the vessel’s geometry. The four conceptual
stages of the normalization procedure are, as depicted in (a): (1) the
center line, (2) the straightened center line, (3) the straightened cen-
ter line with 90◦ bifurcation angles, and (4) the straightened center line
with normalized segments. (b) shows a polygonal mesh derived from
the center line, which represents the lines of interest l(pi) for all ves-
sel segments; the upper inset shows the continuous l(pi) at the second
bifurcation, while the lower inset shows that intersections (red circles)
between adjacent cross sections only occur outside the vessel.

as those shown in Figure 3. To classify and connect the segments, we
select a curve skeleton segment, which belongs to the thickest part of
the vessel, i. e., the aortic arch. Starting from that segment, we traverse
the adjacent segments and connect them to generate the center line for
the arch. Then we traverse this center line and use the same connec-
tion technique at the bifurcations to identify outgoing segments. After
these have been identified, we select the three outgoing segments hav-
ing maximum length as the desired outgoing vessels. The result of this
processing is a classified center line as shown in Figure 3, where the
aortic arch is depicted in red and the outgoing vessels are depicted in
green. While in general the used curve skeleton algorithm produced
reliable results for the tested data sets, a problem occurred at the bi-
furcations of the center lines. As it can be seen in Figure 3, the bi-
furcations are rather represented as curves, which do not capture the
actual angle of bifurcation as lying inside the arch. If we would use
the bifurcation computed by the curve skeleton algorithm, the resulting
CPR would suffer from distortion as well as overlap within the arch.
Since this is the actual region of interest, we have modified the bifur-
cations represented by the centerline. At each bifurcation, we choose
the point po on the center line of the outgoing vessel, which is closest
to the center line of the aortic arch, while the vessel diameter at that
position still equals the diameter of an outgoing vessel. We compute
the vector v0 = |pa0− po|, where pa0 represents the computed bifurca-
tion point. To find the desired bifurcation point, we traverse the arch’s
center line and choose successive pai until the equation vi · ti ≈ 0 is
satisfied, where ti represents the tangent of the center line at location
pai . Then we eliminate the center line segment between po and pa0

and introduce a new straight segment between po and pai .

4.2.2 Computing Reformation Parameters

Based on the computed center lines, we can introduce the desired nor-
malization by still incorporating distinctive features. Thus, we have
to ensure that the aortic arch as well as the outgoing vessels are trans-
formed to the same position for different data sets by achieving smooth
transitions at the bifurcations. The conceptual stages of this normal-
ization process are displayed in Figure 6 (a). The goal is to create a
representation in which all vessels are straightened, the outgoing ves-
sels are modified to lie in the same plane, i. e., the viewing plane, and
the angle of bifurcations is adapted to be 90◦ within this plane. To
achieve complete normalization of the center lines, we have to stretch
or skew the different segments in such a way that the center line seg-
ments between the right bracheocephalic artery and the left common

carotid artery as well as between the left common carotid artery and
the left subclavian artery (recall Figure 1 (b)) have the same lengths
for all data sets.

We have implemented a GPU-based geometry morphing approach
to enable the straightening as well as the described normalization. For
generating the CPR, we first need to determine the lines of interest
l(pi). These are computed for all pi lying on the main arch based on
the three bifurcations by applying a simple interpolation approach. As
input for the interpolation, we set the l(pi) at the pai to vi. Thus we
ensure that the line of interest equals the center line of the outgoing
vessels. Now that we have computed the lines of interest for all deter-
mined pai on the arch, we can use linear interpolation to compute the
lines of interest for all pi on the center line of the arch. As the l(pi) for
all pi on the outgoing vessels, we have chosen ti. We can use the thus
computed l(pi) as a basis for a mesh as shown in Figure 6 (b). To gen-
erate geometry for the parts of the mesh, where no line of interest is
known, we generate the missing lines of interest by interpolating resp.
extrapolating the determined l(pi). To avoid a bending of the projec-
tion planes intersecting the outgoing vessels, the l(pi) are set constant
across the maximum diameter of the outgoing vessels. As it can be
seen in the upper inset in Figure 6 (b), the described approach results
in smooth transitions at the bifurcations independent of the zoom level.
Furthermore, the lower inset shows that the patches used to build up
the mesh do not overlap for adjacent cross sections. Even for the re-
gions with the highest curvature, overlapping as denoted by the circles
surrounding the intersection points occurs only outside the vessel and
thus does not affect the visualization.

4.2.3 Rendering
The actual straightening and normalization can be simply applied
when rendering a proxy-mesh having the same grid structure as the
mesh shown in Figure 6 (b). Since the vertex positions in Figure 6 (b)
are given in volume coordinates, we can simply assign these coordi-
nates as texture coordinates to the vertices of the proxy-mesh. During
rendering we use these texture coordinates to perform a texture lookup
in the volume texture, which represents the current data set. By choos-
ing a rectangular silhouette for the proxy-mesh and vertically stretch-
ing resp. skewing the areas representing the segments between the
outgoing vessels, both straightening and normalization become possi-
ble. To show PET and CT at the same time, we allow to interactively
blend the CPR of the PET data set, which is generated by exploiting
the MIP paradigm, on top of the CPR of the CT data set.

4.3 2D Cross Section
By exploiting the vessel’s center line, which has been computed as
described in the previous subsection, we are also able to generate mul-
timodal 2D cross section views of the vessel. We assume that we
have a point of interest pi, which is located on the center line (how
to choose pi is described in Subsection 4.5). To visualize the cross
section, we place a slice-shaped proxy geometry centered at pi and
its normal pointing towards ti. By deriving texture coordinates from
pi and ti, the desired information can be projected onto the slice. To
display both modalities, PET and CT, we exploit multitexturing with
an appropriate blending function. Therefore, we have to generate two
texture coordinates for each vertex, one for each modality.

4.4 Vessel Flattening
To support comparative in-detail inspection of the wall thickness, the
lumen diameter and the PET uptake at desired locations of different
mouse models, we exploit a ray-based multimodal flattening approach.
Flattening can be thought of as cutting one side of the vessel wall along
the main axis and folding it open to reveal the interior. With our flat-
tening approach, we aim at two application scenarios: (1) the in-detail
exploration of individual aortic arches, and (2) the comparative vi-
sualization of different aortic arches to support a statistical analysis.
While for the exploration scenario, spatial comprehension is impor-
tant, it can be neglected when computing statistics. Therefore we have
realized two variations of the flattening approach. The first variant, the
non-uniform width flattening, targets exploration and depicts besides
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Fig. 7. Variations of the described vessel flattening technique, which
cuts and folds the vessel as illustrated in Figure 8. Wall thickness dis-
played with non-uniform thickness (a), and uniform thickness (b) as well
as z-score display (c). (d) shows the used control group encoded in
RGBA. Since multiple data sets with different center line lengths con-
tribute to the control group, it is displayed at a different scale. In (a) and
(b) the luminance is proportional to the thickness, while (c) displays wall
thickening in red and wall thinning in green.

the parameters described above also the diameter of the vessel (see
Figure 7 (a)), while this information is not present in the second vari-
ant, the uniform width flattening (see Figure 7 (b)). As it can be seen,
the non-uniform width flattening depicts the characteristic narrowing
of the vessel diameter, while the uniform width flattening maps the
vessel wall to a rectangle. Both variants are generated by exploiting
ray-based vessel flattening, where rays are cast through a cross section
of the vessel towards the vessel wall (see Figure 8 (a)). Casting these
rays directly from the pi lying on the center line may lead to problems,
since the pi can lie already inside the plaque, since we have computed
the center line for the segment consisting of the lumen and the vessel
wall (see Figure 8 (b)). Therefore for rays starting inside the plaque
we have to determine a new starting position p′i. To achieve this, we
distinguish between two cases when starting the ray casting inside the
plaque. In the first case we do not encounter any lumen while march-
ing outwards (blue rays). In this case we set p′i to the first wall entry
point in the opposite ray direction. In the second case, we do encounter
lumen while marching outwards (yellow rays). In that case, we set p′i
to the first position outside the plaque. The lumen diameter is given
by the length between the point on the center line pi and the first inter-
section with the vessel wall wentry,i. Accordingly, the wall thickness is
given by the length between wentry,i and the last intersection with the
vessel wall wexit,i.

While we cast a uniform number of rays for each cross section for
the uniform width flattening, the number of rays varies depending on
the vessel diameter when generating the non-uniform width flattening.
To derive this number of rays for a specific pi, we take into account
the diameter of the whole vessel in the cross section at that position.
When assuming that the section of the vessel lying in the cross cut can
be approximated by a circle, we can set the numer of rays proportional
to the number of voxels on the circle’s circumference.

The drawback of ray-based flattening is that the application to ves-
sels having a high degree of curvature may lead to crossing rays of ad-
jacent cross sections, which would introduce artifacts. To reduce these
artifacts, techniques have been presented which try to avoid intersec-
tion of rays of adjacent cross sections. For instance, Lee et al. propose
the use of ray-templates for unfolding of virtual endoscopy [19]. In-
stead of casting rays, they use different ray cones depending on the
curvature of the center line, and thus reduce the overlap of adjacent
cross section planes. However, as it can be seen in the lower inset in
Figure 6 (b), these ray intersections are not a problem in our case. As
the circles in the inset depict, even in the regions of highest curvature
of the aortic arches ray intersection points do not lie inside the vessel
and thus do not lead to artifacts.

Both quantities, wall thickness and lumen diameter, are visualized
using gray scale values. The idea behind this decision is based on the
intensity depth cueing approach, which exploits that brighter regions

wexit,i
wentry,i

(a) normal case

wexit,i

wentry,i

(b) pi inside plaque

Fig. 8. Rays are cast to generate the flattening (a). Since the center
line has been computed for a segment consisting of the lumen and the
vessel wall, the pi might intersect the plaque and thus an adapted ray-
casting technique is required (b).

are perceived closer compared to darker regions [29]. When looking at
the flattened vessel wall, it can be considered as a height field, where
thick wall regions are closer to the viewer than thin wall regions, and
thick lumen diameters represent areas being further away. To derive
the colors for the flattened PET map, we simply use a MIP composit-
ing during the ray-casting and apply the chosen color lookup table.

To support a comparative statistical analysis of the uniform width
flattening results, we compute and visualize the z-scores for lumen
diameter and wall thickness. Therefore, we apply the ray-based flat-
tening to the data sets belonging to the control group (Figure 7 (d))
and compute the mean value as well as the standard deviation. As
seen in Figure 7, we can derive the z-scores for an individual data set
and visualize them using a red-green color table. In the wall thickness
display, we want to draw the users attention to areas where the wall
is thickened, and therefore use red for positive z-scores and green for
negative z-scores. In the lumen diameter display, we want to draw the
attention to narrowed regions and have therefore chosen the inverse
color mapping.

4.5 Interaction Concepts
The four different types of visualizations are linked together by means
of an orientation icon, given by a gray line for the CPR and the flatten-
ing views and a disc for the 3D view. The position of this orientation
icon indicates the position of the current point of interest pi and can
be changed by using the scroll wheel on top of any of the four vi-
sualizations. Additionally, the user can click at any position on the
vessel in the flattening displays to highlight this position as well as to
display the most important quantitative results: wall thickness, lumen
diameter and PET uptake. Since it has to be possible to inspect both
modalities in the same space, we further provide a changeable PET/CT
blending factor for the wall thickness flattening and the lumen diame-
ter flattening in the non-comparative mode.

5 VALIDATION AND RESULTS

Compared to regular single modality DVR, we introduce mainly two
sources of uncertainty, first due to registration and then due to re-
formation. Therefore we have decided to validate the presented tech-
niques based on two different phantoms. To validate the registration,
we have scanned the phantom shown in Figure 9 (a)-(d). It consists of a
disk-shaped object with differently sized compartments (drilled holes
ranging from 0.5 mm to 2 mm), which can be filled with contrast agent
(Microfil) as well as PET tracer. To support the registration, we have
added the same markers as used in the other preparations and scanned
the phantom with PET and CT. The registration of the two modali-
ties has been performed as described in Section 3. As Figure 9 (a)-(d)
shows, the different structures are aligned in the two modalities after
the registration. To validate the CPR as well as the flattening approach,
we have generated a digital phantom data set representing an idealized
aortic arch with the three outgoing vessels. To validate the multimodal
flattening as well as the localization of stenosis, we have integrated



(a) α = 0.00 (b) α = 0.50 (c) α = 0.75 (d) α = 1.00

(e) multimodal phantom data set

Fig. 9. To validate the multimodal registration, we have equipped a
phantom data set with registration markers. The images in (a-d) show
a registered view of the PET and the CT scan, where the PET image
is blended on top of the CT image using the specified α values. The
visualization techniques are validated by exploiting a multimodal digital
phantom data set, to which an artificial stenosis (red and green arrow)
with a high PET uptake (blue arrows) has been added (e).

an artificial stenosis and generated a corresponding PET data set con-
taining a spherical high uptake inside the stenosis. The visualization
results of this multimodal phantom are shown in Figure 9 (e). As it
can be seen, the stenosis (red arrow) is located properly in the CPR
view (green arrow). Since the vessel is cut on the opposite side of the
branches, the PET uptake is split and lies on both sides in the flattening
view (blue arrows). Furthermore, the alignment of the CPR with the
flattening display also matches, since the stenosis is on the same hori-
zontal line as the PET uptake. Due to the binary nature of the phantom
and the low resolution of 1283 voxels, sampling artifacts appear.

The presented visualization approach allows us for the first time to
perform a quantitative and standardized comparison of groups of ani-
mals treated by different interventions. It enables us not only to look
at an individual sample in a single mouse but also to assess differences
in structure and molecular activity in an atherosclerotic mouse as com-
pared to a group of control mice. We have exploited these benefits for
intervention studies, where we have compared mice which have dif-
ferent genotypes and/or were fed with different diets to address ques-
tions, we could not answer before. In the following we exemplarily
describe three cases, which we have evaluated during our studies. The
first case shows results from a wildtype mouse (see Figure 10 (a), left
CPR) as compared to an ApoE-deficient mouse under high cholesterol
diet for 6 months (see Figure 10 (a), right CPR+flattenings). The vi-
sualization shows that the diet results in pronounced atherosclerosis
in the aorta of the latter, while the left CPR shows normal wall thick-
ness in the wild type mouse with no FDG uptake in the PET image.
In contrast, the ApoE mouse shows clear signs of wall thickening in
the inner curvature of the aortic arch which corresponds with a high
uptake of F-18-FDG (radioactive glucose analogon) as marked by the
white arrows. This can be interpreted as a typical finding of inflam-
mation in the atherosclerotic vessel wall, where the accumulation of
cholesterol together with immune cells (macrophages) increases wall
thickness. Thus, macrophages can be imaged in different views, since
they take up glucose (=FDG uptake) and do therefore result in the
strong PET signal. This case enabled us to verify the presented visual-
ization techniques in practice by evaluating these already well known
facts. Currently we are going beyond known facts and exploit the sys-
tem in order to image different stages of plaque development and as-
sess the influence of different diets. Imaging of different plaque de-
velopment stages can be done since different PET markers allow to
image different molecular processes in atherosclerosis. For instance,
enzymes such as matrix-metalloproteinases (MMPs) are produced by

(a) wildtype mouse (left CPR) compared to ApoE-deficient mouse (F-18-
FDG) (remaining views)

(b) ApoE-deficient mouse (F-18-CGS) fed with high cholesterol diet

(c) ApoE-deficient mouse (F-18-CGS) fed regularly

Fig. 10. Application of the presented techniques to different mice, having
a varying genetic background and/or diet.

the macrophages and destabilize atherosclerotic plaques. The follow-
ing case describes our findings in this context when using F-18-CGS,
a radioactively labeled enzyme inhibitor which is known to bind to
atherosclerotic plaques [24]. While the behavior of F-18-FDG is very
well understood, the behavior of F-18-CGS needs further investiga-
tion. In Figure 10 (b) we have injected F-18-CGS in a similar ApoE
mouse as in the first case. Again, images show dramatic increases
in wall thickness in the inner curvature and a inhomogeneity in lu-
men diameter indicating loss of the typical round shape of a vessel
cross section, both characteristic signs of aortic atherosclerosis in CT.
The ridges and valleys in the CT flattening views also depict the in-
homogeneity in lumen diameter very well (yellow arrow). Calcium
deposits (white arrow) can clearly be depicted from the CT scan in
the atherosclerotic vessel wall. Most interestingly, in this case calcium
spots (cross section A, white arrow) and enzyme activity (cross section
B, red arrow) do not correlate. This observation supports the hypoth-
esis that calcified areas in an atherosclerotic plaque are less inflamed
whereas uncalcified (”soft”) plaques can show a high degree of in-
flammation and thus soft plaques result in a high risk of future cardio-
vascular events, such as myocardial infarctions or stroke. While this
hypothesis was under debate in the past, with our new visualization
system we were able to identify cases supporting this hypothesis. The
third case shows the strength of the proposed visualization concepts
when looking for effects of intervention studies. To ensure that F-18-
CGS has a specific binding, we need to compare the previous case to
an ApoE mouse fed without high cholesterol diet. Thus, in contrast to
the ApoE mice in the first two examples, the ApoE mouse shown in
Figure 10 (c) was not fed a high cholesterol diet which resulted in less
pronounced atherosclerosis in the aorta. This is clearly visible in the
CPR and the flattenings of the CT, also in contrast to the cholesterol-
fed mice the PET view does not show any inflammatory activity. The
CT findings are also visible in the z-score display. We interpret this



situation as a stable disease, where the risk of future cardiovascular
events is rather low. Thus, we believe we found evidence for the spe-
cific binding of F-18-CGS in ApoE mice, and again the effect of the
fed diet on the plaque development is shown nicely. To our knowledge,
these necessary capabilities of detailed comparative visualization for
different mice have not been established by any visualization approach
so far. The application of the visualization concepts also confronted us
with unsuspected findings, e. g., the non-correlation between changes
in wall structure and molecular signal, which is under debate since
some years. To get more insights, the presented visualization concepts
will be used on a routine basis in larger cohorts of animal models of
atherosclerosis involving in the future various known and new radio-
pharmaceuticals in order to better understand plaque development.

6 CONCLUSION AND FUTURE WORK

In this paper, we have presented a visualization system which allows
to interactively explore PET/CT scans of mouse aortas in order to gain
knowledge about the process of plaque development. We have pre-
sented new approaches to generate multipath CPR visualizations as
well as to allow comparative visualization of different mice. By in-
tegrating these visualization techniques into a multi-view system, we
were able to perform the analysis described in Section 5 by comparing
individual mice against a control group. To validate the registration as
well as the visualization techniques, we have used two different phan-
toms. In the future we would like to extend the system. By integrating
the functionality to plan cuts through the data sets, the system can
be used as a planning tool for subsequent histological examinations.
Furthermore, we would like to exploit the computed wall thickness to
perform a partial volume correction on the PET data.
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