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ABSTRACT

This contribution presents a probabilistic approach for
automatic classification and localization of 3D objects in 2D
multi-object images taken from a real world environment. In
the training phase, statistical object models and statistical
context models are learned separately. For the object mod-
eling, the recognition system extracts local feature vectors
from training images using the wavelet transformation and
models them statistically by density functions. Since in con-
textual environments a-priori probabilities for occurrence of
different objects cannot be assumed to be equal, statistical
context modeling is introduced in this work. The a-priori oc-
currence probabilities are learned in the training phase and
stored in so-called context models. In the recognition phase,
the system determines the unknown number of objects in a
multi-object scene first. Then, the object classification and
localization are performed. Recognition results for experi-
ments made on a real dataset with 3240 test images compare
the performance of the system with and without considera-
tion of the context modeling.

1. INTRODUCTION

One of the most fundamental problems of computer vi-
sion is the recognition of objects in digital images [9].
The term object recognition comprehends both, classifica-
tion and localization of objects. The task of object classi-
fication is to determine the classes of objects occurring in
the image fff from a set of predefined object classes Ω =
{Ω1,Ω2, . . . ,Ωκ , . . . ,ΩNΩ

}. Generally, the number of objects
in a scene is unknown. Therefore, it is necessary to find out
the number of objects in the image first. In the case of object
localization, the recognition system estimates the poses of
objects in the image, whereas the object classes are assumed
to be a-priori known. The object poses are defined relatively

to each other with a 3D translation vector ttt = (tx,ty,tz)
T

and

a 3D rotation vector φφφ = (φx,φy,φz)
T

in a coordinate system
with an origin placed in the image center.

There are two main approaches for object recognition,
namely shape-based and appearance-based methods. The
shape-based algorithms perform a segmentation and use ge-
ometric features like lines or corners for object represen-
tation [2, 5]. Unfortunately, these methods suffer often
from segmentation errors. Therefore, many authors, e. g.,
[8, 12], prefer a second method, the appearance-based ob-
ject recognition. Here, texture is taken into consideration
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for object description. The object features are computed di-
rectly from the pixel values without a previous segmentation
step. Most fundamental approaches for appearance-based
object classification and localization are template matching
[1, 11], eigenspace approach [7] and Support Vector Ma-
chines [3, 14].

Many approaches for automatic object recognition do not
take any context information of a scene into account, e. g.,
[10, 12]. These algorithms easily assume that the a-priori oc-
currence probabilities for all object classes Ωκ considered in
a particular recognition task are equal. However, having ad-
ditional knowledge about the environment, in which a scene
was taken, the occurrence of some objects might be more
likely than the occurrence of the others [4]. Considering this
additional knowledge in the learning phase is called context
modeling. Figure 1 shows three example contexts, namely
the office context, the kitchen context, and the nursery con-
text. In the office context, objects like punchers, staplers, or
pens can be found more likely than, e. g., plates, knifes, or
forks, which are rather expected in the kitchen. Therefore, it
is useful to model the context dependencies between objects
in the training phase.

In the present work, statistical context modeling for
multi-object scenes is introduced. Here, the a-priori occur-
rence probabilities are not assumed to be equal for all ob-
jects. They are learned in the training phase for each con-
text separately using an additional and very large training
dataset. Moreover, the system described in this contribution
extracts local feature vectors directly from pixel intensities
(appearance-based approach) using the wavelet multiresolu-
tion analysis [6] and models them by density functions (sta-
tistical recognition [15]).

This paper is structured as follows. Section 2 presents
the training of statistical object models and statistical context
models. In Section 3, the recognition phase of the system is
discussed. The system performance with and without consid-
eration of the context modeling is compared for experiments
made on a real dataset with 3240 test images in Section 4.
Section 5 closes this contribution with some final remarks
and a conclusion.

2. STATISTICAL MODELING

Before objects can be classified and localized in the recog-
nition phase (Section 3), object models Mκ for all object
classes Ωκ considered in a particular recognition task are
learned in the training phase (Section 2.1). Moreover, con-
text dependencies between objects are statistically modeled
in order to improve recognition rates for multi-object scenes
(Section 2.2).
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Figure 1: Left: office context. Middle: kitchen context. Right: nursery context.

2.1 Object Modeling

The object modeling starts with the collection of training
data performed by a special setup with a turntable and cam-
era arm. Under training data for the object modeling, both
the images fff κ ,ρ=1,...,Nρ

of the objects and the object poses

(φφφκ ,ρ ,tttκ ,ρ ) in these images are understood. Subsequently,

the original training images are converted and resized into
gray level images of size 2n ×2n (n ∈ N) pixels.

In all these preprocessed training images 2D local feature
vectors cccκ ,m are extracted using the wavelet transformation
[6]. Training images are divided into neighborhoods of size

2|ŝ|×2|ŝ| (in Figure 2, 4×4 pixels). These neighborhoods are
treated as 2D discrete signals b0 and decomposed to low-pass
and high-pass coefficients. The resulting coefficients bŝ, d0,ŝ,
d1,ŝ, and d2,ŝ are then used for feature vector computation

cccκ ,m(xxxm) =

(
ln(2ŝ|bŝ|)
ln[2ŝ(|d0,ŝ|+ |d1,ŝ|+ |d2,ŝ|)]

)
. (1)

As one can imagine, some feature vectors in each train-
ing image describe the object, others belong to the back-
ground. In real world environment, it cannot be assumed that
the background in the recognition phase is a-priori known.
Therefore, only feature vectors describing the object should
be considered for the statistical object modeling. Since the
object takes usually only a part of the image, a tightly enclos-
ing object area (bounding region) Oκ for each object class
Ωκ is defined. This object area can be regarded as a func-
tion Oκ(φφφ ,ttt) defined on a continuous pose parameter domain
(φφφ ,ttt) for all object classes Ωκ . For each object class Ωκ and
pose parameters (φφφ ,ttt), it determines the set COκ of feature
vectors cccκ ,m describing the object. The remaining feature
vectors cccκ ,m 6∈COκ are called background features.

The object feature vectors cccκ ,m ∈ COκ are modeled by
normal density functions p(cccκ ,m|µµµκ ,m,σσσκ ,m,φφφ ,ttt), whereas

the corresponding mean value vectors µµµκ ,m are represented

as functions µµµκ ,m(φφφ ,ttt); while standard deviation vectors

σσσκ ,m are modeled with constant components.

Finally, statistical object models Mκ(φφφ ,ttt) for all object
classes Ωκ are created. These object models are consid-
ered as continuous functions of the transformation parame-
ters (φφφ ,ttt).

2.2 Context Modeling

In contextual environments, a-priori occurrence probabilities
cannot be assumed to be equal for all object classes (see Fig-
ure 1). They have to be learned in the training phase. First,

the set ϒ of contexts ϒι=1,...,Nϒ
considered in a particular ob-

ject recognition task is introduced

ϒ = {ϒ1,ϒ2, . . . ,ϒι , . . . ,ϒNϒ
} . (2)

It is assumed that the number Nϒ and the kinds (kitchen, bath-
room, etc.) of the contexts are known. Moreover, the set of
object classes Ω = {Ω1,Ω2, . . . ,Ωκ , . . . ,ΩNΩ

} is also known
for the learning of the context dependencies. The training of
the context dependencies between objects starts with the im-
age acquisition. First, Nι images from random viewpoints are
taken with a hand-held camera for each context ϒι . Second, it
is manually determined, which of the objects Ωκ=1,...,NΩ

and
how often occur in the images, whereas with Nι,κ the number
is denoted, how often the object Ωκ occurs in the context ϒι .
Generally, the sum of Nι,κ for all object classes Ωκ=1,...,NΩ

is not equal to Nι . Therefore, for all contexts ϒι=1,...,Nϒ
a

normalization factor ηι is introduced so that

ηι(Nι,1 + Nι,2 + . . .+ Nι,κ + . . .+ Nι,NΩ
) = Nι . (3)

Using this normalization factor ηι and the number Nι,κ , the
a-priori occurrence probability for the object Ωκ in the con-
text ϒι is learned as

pι(Ωκ) = ηιNι,κ . (4)

These a-priori probabilities stored in statistical context mod-
els Mι are used in the recognition phase for multi-object
scenes with context dependencies (Section 3.3).

3. OBJECT RECOGNITION

Once the object modeling (Section 2.1) and the context mod-
eling (Section 2.2) are finished, the system is able to clas-
sify and localize objects in images taken from a real world
contextual environment. First, a test image fff is taken, pre-
processed, and local feature vectors cccm in it are computed in
the same way as in the training phase (Section 2.1). Second,
one of the recognition algorithms integrated into the system
is started. The classification and localization algorithm for
single-object scenes is described in Section 3.1. Its exten-
sion to multi-object scenes without context modeling follows
in Section 3.2. In Section 3.3, the context dependencies in
multi-object scenes are additionally taken into consideration.

3.1 Single-Object Scenes

The task of the classification and localization algorithm for
single-object scenes is to find the class Ωκ̂ , (or just its index

κ̂) and the pose (φ̂φφ , t̂tt) of the object, which occurs in the test
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Figure 2: 2D signal decomposition with the wavelet transformation for a local neighborhood of size 4× 4 pixels. The final
coefficients result from gray values b0,k,l and have the following meaning: b−2 : low-pass horizontal and low-pass vertical,
d0,−2 : low-pass horizontal and high-pass vertical, d1,−2 : high-pass horizontal and high-pass vertical, d2,−2 : high-pass
horizontal and low-pass vertical.

image fff . In order to do so, the object density values for
all objects Ωκ and many pose hypotheses (φφφh,ttth) have to be
compared to each other. Assuming that the object feature
vectors cccm ∈COκ are statistically independent on each other,
the object density value for the given test image fff , object
class hypothesis Ωκ , and object pose hypothesis (φφφh,ttth) is
computed with

pκ ,h = ∏
cccm∈COκ

p(cccm|µµµκ ,m,σσσκ ,m,φφφh,ttth) . (5)

All data required for computation of the density value pκ ,h

with (5) is stored in the statistical object model Mκ(φφφh,ttth).
These object density values are then maximized with the
maximum likelihood (ML) estimation [15]

(κ̂ , ĥ) = argmax
(κ ,h)

pκ ,h . (6)

Having the index κ̂ of the resulting class and the index ĥ of
the resulting pose hypothesis, the classification and localiza-
tion problem for the single-object scene fff is solved.

3.2 Multi-Object Scenes without Context

The recognition algorithm for multi-object scenes without
consideration of the context dependencies assumes the uni-
form distribution (??) of the a-priori occurrence probabili-
ties for all object classes. In the recognition task for multi-
object scenes, not only the classes of objects and their poses
have to be determined. Since the number of objects in a
scene is a-priori unknown, it also must be estimated. The
initial point for this algorithm is the recognition approach for
single-object scenes presented in Section 3.1. First, the ML

algorithm estimates the optimal pose parameters (φ̂φφκ , t̂ttκ ) for
all object classes Ωκ considered in the recognition task by
maximizing the object density value according to (6). This

can be expressed with the following maximization terms

(ĥ1) = argmax
(h)

p1,h

· · ·

(ĥκ) = argmax
(h)

pκ ,h . (7)

· · ·

(ĥNΩ
) = argmax

(h)

pNΩ,h

The object density values for the optimal pose hypotheses
can be written in short forms as follows

Q̂1 = p
1,ĥ

· · ·

Q̂κ = p
κ ,ĥ

. (8)

· · ·

Q̂NΩ
= p

κ ,N̂Ω

These object densities Q̂κ=1,...,NΩ
are now sorted from the

highest to the lowest value, i. e., in a non-increasing way

Q̂κ1
≥ Q̂κ2︸ ︷︷ ︸
d1

≥ . . . ≥ Q̂κi
≥ Q̂κi+1︸ ︷︷ ︸

di

≥ . . . ≥ Q̂κI
, (9)

where I = NΩ and di is a difference between neighboring el-
ements

di = d(Q̂κi
,Q̂κi+1

) = Q̂κi
− Q̂κi+1

. (10)

Finally, the index î of the highest distance d
î
(∀ i 6= î : di ≤ d

î
)

can be easily estimated with the following formula

î = argmax
i

di (11)

and is interpreted as the number of objects occurring in the
multi-object scene fff . Hence, the final recognition result in
the multi-object scene fff are the following object classes and
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Figure 3: Example single-object test images from the 3D-REAL-ENV database [13]. First row: test images with homogeneous
background. Second row: test images with less heterogeneous background. Third row: test images with more heterogeneous
background.

poses

first object (κ1, φ̂φφκ1
, t̂ttκ1

)

second object (κ2, φ̂φφκ2
, t̂ttκ2

)
...

last object (κ
î
, φ̂φφ κ

î
, t̂ttκ

î
)

. (12)

In order to evaluate the recognition algorithm for multi-
object scenes, not only the object classification result Ωκi

and

the object localization result (φ̂φφκi
, t̂ttκi

) are verified. The num-

ber î of objects found in the scene fff is also checked (Section
4).

3.3 Multi-Object Scenes with Context

The recognition algorithm for multi-object scenes with con-
text dependencies uses the context models Mι learned as
shown in Section 2.2. Searching for the first object Ωκ1

in
the multi-object scene fff , the algorithm does not use any con-
text information and, similarly to previous sections, it as-
sumes equal a-priori probabilities (??) for all object classes
Ωκ=1,...,NΩ

considered in the recognition task. The class κ1

and the pose (φ̂φφ1, t̂tt1) of the first object in the image fff is de-
termined in the same way as in Section 3.1. Subsequently,
the context ϒι̂ for the scene fff (or just the context number ι̂)
is determined using the statistical context models Mι=1,...,Nϒ

.
Each context model Mι contains the trained a-priori proba-
bilities pι(Ωκ) for all object classes Ωκ=1,...,NΩ

. Therefore,
using the context models Mι=1,...,Nϒ

it is possible to deter-
mine the a-priori density pι=1,...,Nϒ

(Ωκ1
) of the first object

class Ωκ1
for all contexts ϒι=1,...,Nϒ

. The highest value of
these densities pι=1,...,Nϒ

(Ωκ1
) decides about the context ϒι̂

of the multi-object scene fff

ι̂ = argmax
ι

pι(Ωκ1
) . (13)

Looking for further objects (Ωκ2
,Ωκ3

, . . . ,Ωκ
î
) in the image

fff the statistical context model Mι̂ learned for the context
ϒι̂ is used and the following a-priori probabilities for object
occurrence

pι̂(Ω1) 6= · · · 6= pι̂ (Ωκ) 6= · · · 6= pι̂(ΩNΩ
) (14)

are taken into consideration. Further procedure for object
classification and localization is almost identical to object
recognition for multi-object scenes without context (Section
3.2). First, the maximum likelihood estimation is applied
according to (7). Second, the object density values for the
optimal pose hypotheses are written in short forms

Q̂1 = pι̂(Ω1)p
1,ĥ

· · ·

Q̂κ = pι̂(Ωκ)p
κ ,ĥ

, (15)

· · ·

Q̂NΩ
= pι̂(ΩNΩ

)p
κ ,N̂Ω

whereas here they are weighted by the a-priori probabilities
stored in the statistical context model Mι̂ . Subsequently,

the weighted object densities Q̂κ=1,...,NΩ
are sorted in a non-

increasing way (10). Finally, the index î of the highest dis-
tance d

î
is estimated with (11) and the classification and lo-

calization result can be presented with (12).

4. EXPERIMENTS AND RESULTS

In the testing phase of the recognition algorithms for multi-
object scenes introduced in Sections 3.2 and 3.3, altogether
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3D-REAL-ENV Without Context Modeling With Context Modeling
Image Database

HomBack LessHetBack MoreHetBack HomBack LessHetBack MoreHetBack

ObjNumDet 100% 83.9% 43.2% 99.9% 88.2% 59.2%

Classification 100% 91.9% 62.9% 100% 97.0% 87.5%

Localization 99.7% 81.7% 58.1% 99.7% 81.7% 58.1%

Table 1: Quantitative comparison of the system performance with and without context modeling. ObjNumDet - object number
determination rate. Classification - classification rate. Localization - localization rate.

3240 gray level multi-object scenes sized 512× 512 pixels
were used. They were generated based on the single-object
test images from the 3D-REAL-ENV image database [13],
which consists of 10 objects (examples in Figure 3). The
test images can be divided into three types, i. e., there are
1080 multi-object scenes with homogeneous, 1080 multi-
object scenes with less heterogeneous, and 1080 multi-
object scenes with more heterogeneous background. Ad-
ditionally, the 3D-REAL-ENV objects (see Figure 3) were
assigned into three different contexts, namely the kitchen
ϒ1, the nursery ϒ2, and the office ϒ3. For each im-
age type (Type ∈ {hom, less,more}) and each context (ϒ =
{kitchen,nursery,office}) 120 one-object, 120 two-object,
and 120 three-object scenes were created, whereas the view-
points were chosen randomly from all 288 3D-REAL-ENV
test views [13] and are different for all combinations of the
test scenes. For example, two-object test scenes with ho-
mogeneous background (Type = hom) from the kitchen con-
text (ϒ1 = kitchen) represent, in general, different view-
points as the three-object test scenes with less heteroge-
neous background (Type = less) from the office context (ϒ3 =
office). The quantitative comparison of the system perfor-
mance with and without context modeling is presented in Ta-
ble 1. Since the localization is performed for a-priori known
object classes, the context modeling does not influence its
rate.

5. CONCLUSION

In this paper, a statistical recognition system for multi-object
scenes with context dependencies was presented. Since in
contextual environments a-priori probabilities for occurrence
of different objects cannot be assumed to be equal, statisti-
cal context modeling was introduced in this work (Section
2.2). Recognition results achieved for experiments presented
in Section 4 prove a very high performance of the system
in a real world environment. Due to the main contribution
of this article, statistical context modeling, the classification
rate increased from 62.9% to 87.5%.

In the future, the appearance-based approach described in
this work will be combined with the shape-based method for
object recognition. There are objects with the same shape,
which are distinguishable only by texture, but one can imag-
ine also objects with the same texture features, which are
easy to distinguish by shape.
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