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Squint Spotlight SAR Raw Signal Simulation in the
Frequency Domain Using Optical Principles
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Abstract—Synthetic aperture radar (SAR) distributed target
scene raw signal simulation is an important tool for the study and
test of SAR systems and processing algorithms, mission planning,
and inversion algorithm design. In this paper, the squint spotlight
SAR scene model is evaluated to achieve spotlight SAR raw signals
in the 2-D frequency domain and the precision of the model is
analyzed. It is known that the range migration phenomenon in
the time domain is explained as the coupling between the range
and azimuth in the 2-D frequency domain. To realize the cou-
pling relation in the 2-D frequency, interpolation may be needed.
However, interpolation is a time-consuming manipulation. For
efficiency, some signal processing methods are employed to cou-
ple the range and azimuth frequencies. Those tricks are derived
from some optical principles, which give us some novel thoughts.
Therefore, the efficiency of the simulator is highly improved, which
facilitates its application to the verification and test of the real-time
processor.

Index Terms—Chirp Fourier transform, distributed target
scene, fast Fourier transform (FFT), synthetic aperture radar
(SAR).

I. INTRODUCTION

YNTHETIC aperture radar (SAR), which is used on mo-

bile platforms such as airborne or spaceborne platforms,
is an active imaging method based on microwaves. SAR is
a coherent imaging sensor, and its all-weather day and night
imaging capabilities coupled with the achievable high resolu-
tions make it a fundamental instrument for Earth and other
planet observations [1]. A SAR can be operated in a number
of different ways, such as stripmap, scan, and spotlight. The
resolution of the stripmap mode can be improved by increasing
the angular extent of the illumination on the area of interest.
The improvement of resolution given by the spotlight mode
is in the along-track (azimuth) direction. This can be done
by steering the beam overall acquisition time to illuminate
the same area (a spot on the ground). The available synthetic
antenna length can be increased with respect to the stripmap
mode, thus improving azimuth resolution. This gain is traded
off by the loss of coverage due to the illumination of a limited
area along the sensor flight path [1].
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With the further development of the SAR technology, some
new SAR sensors are being developed. To test the SAR system
and new signal processing algorithms, the SAR raw data sim-
ulator is desirable. Methods about SAR raw signal simulations
are particularly described in [2]-[4]. Such a simulator would
be really useful only if it meets some stringent requirements: it
must account for both SAR system and scene characteristics; it
must be able to deal with extended scenes and not just with lim-
ited scattering points; finally, the simulator can be implemented
by hardware easily [5], [6]. The efficient simulation method of
spotlight SAR is discussed in [5], which uses a perfect trick
to overcome the key problem (i.e., the spotlight SAR system
transfer function depends on the azimuth coordinate of ground
point [1]). However, the method mainly concentrates on the
broadside mode, and it does not give a detailed discussion about
how to efficiently achieve the coupling relation between the
range and azimuth, which is an essential characteristic of SAR
signals.

In this paper, a squint spotlight SAR model is described.
Moreover, the relative phase error arising from the nonlinear
phase function approximation in the squint spotlight mode is
analyzed and illustrated to show the accuracy of the squint
spotlight SAR signal model. In order to precisely actualize
the range migration phenomenon, a high-order interpolation
kernel is required. However, it is time-consuming. Fortunately,
we use some optical principles to deduce some signal process-
ing algorithms in the 2-D frequency domain to overcome the
challenging problem without using interpolation manipulation.
Such methods can be regarded as an inversion problem of signal
processing algorithms presented in [7], [8], and Bluestein’s
formula, but we deduce the methods from some novel per-
spectives, which come from simple optical theories. These
algorithms, which only require complex multiplications and
fast Fourier transforms (FFTs), are inherently phase preserving
and suitable for the characteristics of squint spotlight SAR
raw signals. What is particularly emphasized is that our model
assumes a straight-line flight path. Moreover, in the process
of computation reflectivity, transmitting and receiving polariza-
tion, incidence angles, electromagnetic parameters, and ground
ranges to slant projections are beyond the scope of this paper
and can be found in [2]-[4].

This paper is organized as follows. In Section II, a pre-
cise squint spotlight SAR signal model is evaluated in both
space and frequency domain and its accuracy is analyzed. In
Section III, we display how to obtain the 2-D coupling relation
between range and azimuth through some optical principles. In
Section IV, some simulation results are shown. Finally, some
conclusions are reported in Section V.
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Fig. 1. Basic squint spotlight SAR geometry. The sensor moves along a
straight flight direction in the azimuth. During the time of spotlight aperture,
the beam is constantly pointed to the center of the scene. The antenna steering
causes a longer spotlight aperture 77 and the shorter SAR scene aperture T's.
The squint angle is denoted by 0sq.

II. SQUINT SPOTLIGHT SIGNAL MODEL AND SIMULATION
PROCEDURE OF RAW SIGNAL

In this section, according to the squint spotlight SAR geom-
etry shown in Fig. 1, we will show the model of the squint
spotlight SAR signal. In the case of a straight flight, forward
squint and down-converted with no dechirping on the receiver,
a spotlight SAR echo signal located in (sg, 79) can be described
as follows [9]:

4
rt(s—so,t,70) =0(80,70) €XP <—j;\TR)

2
X exp [ijr <t—2R> 1 rect {”R/C}
c T

X rect [8—;?8} rect [;j (D)
where
R=1/rd +v2(s — 50)? @)
. 27"0t9(95yn/2)
= v 082 (0sq) [1 — tg2 (Osyn/2)tg% (0sq)] @
As =rotg(0sq) /v “4)

In (1)-(4), A and c are the wavelength and speed of light,
respectively, ¢ and s are the range and azimuth time, respec-
tively, (s, 7o) is the position of the azimuth time and slant-
range domain of points in the illuminated scene, o (s, 70) is
the scattering coefficient of the point target at position (s, g),
v represents the platform’s velocity, 71 and 0y, are the duration
of full spotlight aperture and the synthetic aperture angle for
the target at position (sg, 7o), respectively, T is the width of
spotlight scene in the azimuth, and K, and 7 are the chirp rate
and pulse duration time of the transmitted signal, respectively.
R is defined as the instantaneous range between the point target
at position (sg,ro) and the antenna phase center, rect[(s +
As)/T1] accounts for the flight duration time during which
data are received (see Fig. 1), and As is the offset of zero
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Doppler time with respect to the scene center crossing time;
if As =0, our model becomes broadside; rect[so/Ts] is the
simplified expression of the two-way antenna pattern, which is
independent of the variable s because of the antenna steering
operation.

The point-target signal must be integrated via all of the
illuminated targets to obtain spotlight SAR raw signals in the
whole scene

hspot (s, 1) = // rt(s — so,t,70)dsodro. 5)
b

In (5), X is expressed as the whole scene. Because the Doppler
frequency is derived from relative motion between radar and
targets, rect[(s + As)/T1] in (1) causes the dependence of the
transfer function on the azimuth coordinate of the ground point.
It can be more clearly demonstrated if rect[(s + As)/T7] is ex-
pressed as rect[((s — so) + (As + sg))/T1]. To overcome the
limitation of the dependence on the target azimuth coordinate,
we add a function rect[(s — sg + As)/(T1 + Ts)] into (1). The
inclusion of the function does not alter the value of (1) because
it is equal to one if both rect[(s + As) /7] and rect[so /7] are
not null. This perfect trick is presented in [5]. Therefore, we
have the following:

s—so+As

rt(s—so,t,79) =rt(s—sp,t, ro)rect
(s—s0,t,10) =7t(s—S0,t,70) [TﬁTS

] (6)

Then, the term rect[(s + As)/T1] can be shifted out of the
integration, and (6) can be rewritten as follows:

hspot(57 t) @)

As] —
hspot (s,t) = rect [S + 5]

1

with

_ Ar
hspot (8,1) = //a(so,ro) exp (—j)\R>
s
2
X exp [jﬁKT (t — 2R)
c

s —sg+ As S0
————— | rect | —
T+ T, T,

[ (28]

T

X rect [ } dsodrg. ()

The key to efficiently obtain the spotlight SAR raw signal is
the calculation of the function Espot(& t). On the face of it, we
may compute it via a 2-D superposition integral. However,
superposition integral in the time domain is costly. However,
when we consider it in detail, we can indirectly evaluate it in
frequency domain via 2-D FFT. We transform (8) into a 2-D
frequency domain and obtain

Hopeilforf) = [ [ Prves(:0)

x exp(—j27 fos) exp(—j2m ft)dsdt  (9)

where f and f, are the range and azimuth frequency variables,
respectively. In (9), we exchange the order of the integral and
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have

Fspot(fa,f) = // RF(fa, [; s0,70)dsodro. (10)
5

Using the stationary phase theory, we can express the 2-D
spectrum of point target as follows:

ﬁspot(fa, f):RF(fav f; 307T0)
=Cy/roexp [—72mU(f,, f)] rect B?}

S

it ]l £]
(1411 /Ts)Bg cos by By

xXrect |:

X//RF(fa,f;Soﬂ“o)dsod?“o (11)
5

2 2 FN? (M)
\I/a(fa,f>—2KT+T <1+€Bd) —( 21}) +fa80

(12)
1+ei
C:\/; [<1+5<f 2 B(?\fa)z} 3 &P (_]%)
Bs)  \2v
(13)

where fpc = 2vsinfsq/\ is the Doppler-centroid frequency
owing to the existence of physical squint angle s, By is the
bandwidth of the transmitted chirp signal, B, cos s, is equal
to 2v cos sy /D, which corresponds to the Doppler bandwidth
of the stripmap mode in the squint case, the presence of cos fsq
is due to the squint angle 6s,, the factor (1+ (11/7%)) is
because of the increase of the number of the received echoes
backscattered by each target in the illuminated scene with
respect to the strip mode, ¢ is the ratio of B to carrier frequency
and can be expressed as ABg/c, and C is a nonessential con-
stant. To simplify the computation, ry can be expressed as the
range-invariant component and the range-variant component:
ro =1 + Ty, Where r,, (the range-invariant component) is
the midswath range and r (the range-variant component) de-
scribes the range variation around the midswath range: r €
[-Ar/2,Ar/2]; Ar is the width of slant-range swath. By
inserting 7o = r + 7, into (11) and (12), we have

\I,a(fmf) :X1<fa>f)+X2(faaf)

2 2 A 2
alte =g+ 2 (e ) - (52) 09

2 2
X2(faaf):2;\/<1+5gd) _<)\2{)a) +fa30- (16)

(14)
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Fig. 2. Relative error from approximation. The maximum of relative error is
6.7612 x 107907, f . = 400 Hz, and f5q = 2.2°.

Accordingly, (10) can be rewritten as follows:

Lot alZ]
(14 T1/Ts) B, cosbyq By

Fspot(faa f) =Crect |:

x RFyp //0(80,7"0) exp [—j2mx2(fa, f)]
)

s
X rect {Ti] dsodr (17)
with
RF¢ = exp [—j27x1(fa, f)] (18)

where Cy = C\/r + 1, = C/T,. To facilitate the FFT, (17)
requires further approximation, which makes x2(f., f) linearly
dependent on f. Because ¢ < 1! is almost always valid, (16)
can be expanded as follows:

xa(fa, f) = [+ Bfrlr + faso (19)
where
1
SRR .
o= QW. (21)

A

In (19), f, = 2f/c is the range frequency variable. In order to
show the precision of approximation, Fig. 2 shows the relative
approximation error, which is given by [(x2 — faso) — (a+
Bfr)r]/(x2 — faSo). The maximum of the relative error, which
is 6.7612 x 107997, shows that the precision of the model
can meet the demands of processing algorithms with Doppler-
centroid frequencies of 400 Hz. Substituting (19) into (17), we
can obtain

Hspot(favf) = RF, Q[fuaa+ﬁfr] (22)

!When the bandwidth of transmitted signal is less than 10% of the carrier
frequency, we consider that € < 1 holds.
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Fig. 3. Block diagram of spotlight raw signal simulator.

where

fa_ch f
(1411 /Ty) B, cos qu] rect [BJ

RF{=C - rect [

x RFq - exp [127(a+Bfr)Tim] (23)

Qartil= [ [ otsorr)

x exp 27 (faso+ fr(r+1m))] dsodr.  (24)

In view of (20), a+ 3f, in (22) displays the essential
characteristic of SAR: the coupling relation between the range
and azimuth in the 2-D frequency domain. This nonlinear
scaled term depends on both the range and azimuth frequencies
and characterizes the range-dependent migration in the 2-D
frequency domain.

From (7), (8), and (22), the spotlight SAR raw signal of the
distributed target scene can be simulated according to the block
diagram in Fig. 3.

The five steps in Fig. 3 are employed to obtain the squint
spotlight raw signal. The advantage of the procedure is obvious:
Only FFT operations and complex multiplication are needed,
thus dramatically reducing the computational load with respect
to the time-domain simulation method [5].

We employ (1 + (71/T5)) - PRF as the azimuth sample fre-
quency in generating o (sg, T + 74, ), which will avoid azimuth
aliasing. At last, in raw signal domain, a down-sampling oper-
ation is needed to recover the raw signal corresponding to the
actual pulse repetition frequency (PRF).

It is evident that the emphasis of the procedure is on how to
implement Q[f,, a + fr] — Q[fs,« + Bf], which is located
in the third step of Fig. 3. We can see that Q[f,, o + Bf,]
is located in the new coordinate [f,,« + Sf,], instead of the
conventional one [f,, f,]. The additional, nonlinear, and scaled
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term 3 depends on the azimuth frequency and characterizes the
range migration, which is often referred to as Stolt mapping
[10] or grid deformation [11]. Owing to the fact that SAR
raw signals are digital signals, step 3 can require a perfect
complex interpolation. However, as we know, perfect interpo-
lation requires an infinite length of kernel and is badly time-
consuming. In practice, some may make a compromise between
no interpolation and perfect interpolation with a four- or eight-
point interpolator. However, it is also relatively costly. There-
fore, the perfect and efficient implementation Q[f,, o + f.] —
Q[fas+ Bfr] is crucial to spotlight raw signal simulation. In
this paper, we employ some simple optical systems to show
analog signal processing methods that only involve complex
multiplications and FFTs. These signal systems will be dis-
cussed particularly in the next section.

III. APPLICATION OF OPTICAL THEORIES IN
COUPLING THE RANGE AND AZIMUTH

The earliest imaging systems were optical imaging systems,
and they are still the most common imaging systems. In the
following, we first explain some important optical theories.

According to the Huygens—Fresnel principle, if a monochro-
matic wave g(z,y, z) takes the value go(x,y) in the z, y plane
at z = 0, then in the z, y plane at z = d, it takes the value
[12]-[14]

gd(z,y) = h(z,y) ® go(z,y) (25)
where ® expresses the 2-D convolution operator; h(z,y) is the
Huygens—Fresnel point spread function of free space and can
be described with Fresnel approximation as follows:

ha,y) = exp {j1- (0 + %)} 6)
where )\ is the wavelength. Therefore, monochromatic wave
propagation corresponds to convolving with a chirp signal.

As for a thin lens (ideal lens), it suffices to determine the
change in the incident wave as it passes through it. If the field
in the z, y, z = 0~ plane (to the left of the lens), then, it can be
shown that z = 0% plane. It is given by the product [12]-[14]

2 2
gao+ (z,y) = gao- (x,y) exp {—j%(x;;ly)} (27)

where f; is the focal length of the lens. Hence, thin lens can
introduce a quadratic phase factor.

A lens can perform either of two processing tasks: an image
or a 2-D dimensional Fourier transform [13]. In the following,
we will discuss some processing methods to complete the
coupling relation between the range and azimuth with the two
abilities previously presented. For simplicity, we describe the
coupling relation between the range and azimuth for each f,
frequency as follows:

Qlfr] — QIBSH]. (28)
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A. Couple the Range and Azimuth With Lens as an Imager

The transformation shown in (28) is the analog equivalent to
magnification in an optical system with a lens as an imager,
shown in Fig. 4. Fig. 4(a) shows an optical system that is
simplified as a 1-D system. Suppose the object g(n) located at
a distance z; from a lens of focal length f;. Here, n represents
the vertical spatial coordinate.

If we define the output plane to be at distance zy from
the lens and select zg such that it satisfies the lens formula
1/z0 + 1/z5 = 1/ f;, which is corresponding to k1 + k3 = ko
of the signal processing system shown in Fig. 4(b), the output
object is reversed and magnified by a factor zy/zs, which is
a desirable scale factor. Using the processing block diagram
shown in Fig. 4(b), we can produce a transformation method to
perform scale transform at arbitrary ratio. Let us now consider
the coefficients shown in Fig. 4(b) wherein the coefficients k1,
ko, and k3 must satisfy the following [14]:

{

The signal processing system can be described in the following:

ki1 + ks =k

—ks/k1 = B. @9

QUBFI={(QUf e 57 ) emimbal? Yy TR 0)

where * expresses the 1-D convolution operator. Different
selections of the three coefficients in the no-define state are
possible with some limitations, which are discussed in detail
in [15]. When satisfying a given term, it can be seen as inverse
chirp scaling algorithm.

B. Couple the Range and Azimuth With Lens as a
Fourier Transformer

When an object is located in a plane at z; = f;, the thin
lens can also be used to perform another useful function, which
is the Fourier transform. Therefore, we consider that both the
input and output planes are located in a focal distance from the
lens [13], [14], shown in Fig. 5(a) (the nonessential amplitude
factor is neglected).

Q[A]

kok3 72

k

_j;z-

ke

)

(a) Optical system that can form a magnified imager. (b) Corresponding signal processing system that can obtain the desirable result.

@

Fourier Transform

H?—'

exp (- jnbn*)

g(n) »G(f,)

o £

exp(jnpn’) exp(jmpn*) —>C(Bn)

Fig. 5. (a) Optical Fourier transform system. (b) Corresponding signal
processing system that produces a similar result. fy, is the frequency variable
with respect to the variable 7. G( f) is the Fourier transform of g(n).

Fourier Transform

»G(1))

exo(j=pn’)

exo(-jzpn’)

2 (/)

©) G(f?)—’%@—'exp (jmpn?)

exp (j;r,an) exp (j”ﬂnz)

Fig. 6. (a) Optical Fourier transform system of dual lens. (b) Corresponding
signal processing system that produces scaled Fourier transform. (c) Cor-
responding signal processing system that produces inverse scaled Fourier
transform.

In the system shown in Fig. 5, the scaled Fourier transform
of input signal is obtained in the output plane. Based on the
preceding system, we consider the following optical system
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Fig. 7.
inverse scaled Fourier transform and scaled Fourier transform.
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ex| jn(-£) 1]

Fig. 8.

with dual lenses, shown in Fig. 6(a). Using the systems shown
in Figs. 5(b) and 6(b), we can easily produce the scaled Fourier
transform, which is defined in [16] and also called as chirp
Fourier transformation in [17]. Fig. 6(c) shows an analog
inverse scaled Fourier transform. In view of Figs. 5(b) and
6(b) and (c), the scaled Fourier transform and inverse scaled
Fourier transform are described in the following, wherein *
expresses the 1-D convolution

G(6n) ({g(n).e—jrrﬁn?}*ejwvﬂ).e—ﬁrﬁn? 31

9(77/6) ([G(n) . ej‘ﬂ'ﬁnﬂ *efjﬂﬁﬂr") . ejﬂ'ﬁnz_ (32)

However, owing to the fact that the input and output of the
transform systems shown in Figs. 5(b) and 6(b) and (c) are put
into the two different domains instead of our desirable scaled
transform in the same frequency domain, we need to employ
some ways to combine forward and inverse Fourier transform
and scaled Fourier transform to complete the desirable scaled
transform in the frequency domain. These assembled systems
are shown in Fig. 7. In Fig. 7(a), an inverse Fourier transform
and scaled Fourier transform, whose scaling factor is /3, are
combined to obtain the desirable scaling result. In Fig. 7(b), the
inverse scaled Fourier transform, the scaling factor of which
is also (3, and the Fourier transform are combined. The block
diagram of Fig. 7(c) shows the inverse scaled Fourier transform
and scaled Fourier transform, whose scaling factors are (3 and
32, respectively.

e| ix(p-F) 2]

»
»

Transform (/5

(a) Weave of inverse Fourier transform and scaled Fourier transform. (b) Weave of inverse scaled Fourier transform and Fourier transform. (c) Weave of

e 1)

—»?—»@M)

(i)

QA1)

el j71?)

exo| -jz(p* - 1) 7]

(a) Signal processing block obtained from Fig. 6(c). (b) Alternative implementation of the procedure in Fig. 7(a).

TABLE 1
SPOTLIGHT SYSTEM DATA USED IN THE SIMULATION RESULTS
Platform Velocity (v) 160mv/s
Wavelength (1) 0.03125m
Pulse duration (7) 20.4us
Bandwidth (B, ) 110MHz
Pulse repetition frequency (PRF) 1400Hz
Squint angle (6,,) 2.2°
Mid-swath range (7;,) 5500m
Spotlight mode gain ( 7;/T;) 3

The system shown in Fig. 7(c) is a special case of one shown
in Fig. 4(b). To show the relation between them, the system in
Fig. 7(c) is described further in Fig. 8.

In Fig. 8(a), the first term in the left can be shifted to the
right and combined with the last term based on the linear system
theory, which is shown in Fig. 8(b). Comparing the two systems
shown in Figs. 4(b) and 8(b), it can be seen that the two systems
are equivalent if only the parameters k1, ko, and k3 satisfy the

following:
ky=—p3
ky = 52 3
ks = 32.
In particular, one complex multiplication can be saved in the

system shown in Fig. 8(b) compared with the one shown in
Fig. 8(a).

(33)
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(©) (d)

Fig. 9. (a) Scattering coefficient matrix of the scene. (b) Result of simulation
methods shown in Figs. 4(b) and 7(c). (c) Result of the simulation method
shown in Fig. 7(a). (d) Result of simulation method shown in Fig. 7(b).

From previous discussions, it is clear that the methods de-
rived from simple optical principles are carried out only by
complex multiplication and FFT. The scaling operations, which
are shown in Figs. 4 and 7, are independent of the transmitted
signal, which means that the transmitted signal is not limited to
chirp signal.

IV. SIMULATION RESULT AND ANALYSIS
OF PERFORMANCE

A. Simulation Result

In this section, we carry out the simulation to validate the
proposed simulation approach. The main parameters are listed
in Table I.

In this simulation, we use a focused spotlight SAR image,
the size of which is 2048 x 1024 pixels, as a scattering
coefficient matrix, i.e., o(sg,r + 7., ), as shown in Fig. 9(a).
By using the scattering coefficient matrix, the processing pro-
cedure shown in Fig. 3 is used to generate the spotlight SAR
raw data. The transformation Q[f,, o + f] — Q[fa, @ + B ]
is replaced with the block diagram shown in Figs. 4(b) and
7(a) and (b), respectively.

Using the aforementioned processing procedure, the range
and azimuth coupling phase information is involved in the
generated raw data. To validate the phase information of the raw
data, a standard focusing algorithm [7] is used to process the

IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 46, NO. 8, AUGUST 2008

simulated data. The focused results are shown in Fig. 9(b)—(d).
Comparing the original scattering coefficient matrix shown in
Fig. 9(a) and the focused images of the simulated raw data
shown in Fig. 9(b)-(d), we can know that our method is right.

B. Performance Analysis

In the algorithms previously described, the main operations
are the complex multiplications and additions. Owing to the
fact that complex multiplications consume much more time and
resources of the computer than complex additions, we employ
the complex multiplications to indicate the computational com-
plexity of the described algorithms. The consumed complex
multiplications from steps 1 to 2 in Fig. 3 can be expressed as
follows [5]:

Nrp = NyN,g[1 4 logy(N,N,.) + log, g] (34)

where Npp is the number of complex multiplications; N, and
N, are the pixels in the azimuth and range dimensions, respec-
tively; g = 1 + (71 /T) usually ranges from two to five. The
consumed complex multiplications from the operation shown
in Figs. 4(b) and 7(c) are expressed as follows:
Nogiset = 4Ny N-[1 + logy N,./2]. (35)
Moreover, the consumed complex multiplications corre-
sponding to Fig. 7(a) and (b) can be expressed as follows:
Nogiset = 3NN [1 + logy N,./2]. (36)
The last three steps need complex multiplications Nge =
2N, N, + (NN, /2)[logy N, + logy N,|. Therefore, Npp +
Nofrset + Nge complex multiplications are required, according
to the proposed algorithms.
If the spotlight raw signal is directly evaluated in the time
domain, the computational complexity is as follows [5]:
Nrp ~ (N, N,.)? 37)
where Npp is the number of complex multiplications in the

time-domain simulation. Accordingly, by using the frequency-
domain method, the processing time can be reduced by a factor

Nrtp N N,N,
Nep + Nogrset + Nae (9 +0.5) logy(No N;)

(38)

For a 2048 x 1024 distributed target scene, if given g = 4,
the decrease factor of processing time is 4236, which shows that
the frequency-domain method is more efficient.

V. CONCLUSION

In this paper, a squint spotlight model in the 2-D frequency
domain has been derived. According to the model, several
frequency-domain methods have been developed to simulate
the spotlight raw signal. To show the coupling relation between
the range and azimuth in the 2-D frequency domain, we have
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used some tricks from optical principles to complete the scaling
transform. From the analysis, it can be seen that the simulation
method is efficient, owing to the fact that only complex multi-
plications and FFTs are needed.

The presented simulation method can be applied in the real-
time raw signal simulator. For its efficiency, the output data of
the simulator can be directly used as the input signal of the
real-time processor, which can efficiently verify and test the
performance of the processor.
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