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Abstract—This paper presents a frequency-domain based
focusing algorithm for the Dbistatic SAR data in
airborne/stationary configuration. In this bistatic configuration,
only the moving platform contributes to the azimuth modulation,
whereas the stationary platform introduces a range offset to the
range migration trajectories of targets at the same range. The
offset is determined by the azimuth position of different targets
with respect to the stationary platform. Since the range offset is
position-dependent, monostatic SAR imaging algorithms are not
able to focus the bistatic data collected in this configuration. In
this paper, an analytical bistatic point target reference spectrum
is derived, and following that a frequency-domain based
algorithm is developed to focus the bistatic data. It uses an
interpolation-free Wavenumber Domain Algorithm (WDA) as a
basis, and performs a range-variant interpolation to correct the
position-dependent range offset in the image domain after coarse
focusing. The proposed algorithm is validated by the simulated
data and the real bistatic SAR data acquired by FGAN’s airborne
SAR system, PAMIR, in December 2007. In this bistatic SAR
experiment, an X-band transmitter was stationary operated on a
hill with PAMIR as the receiver mounted on a Transall C-160.

Index Terms—Bistatic Synthetic Aperture Radar (BiSAR),
range cell migration (RCM), range offset (RO), wavenumber
domain algorithm (WDA).

1. INTRODUCTION

ISTATIC Synthetic Aperture Radar (BiSAR) is

characterized by different locations for transmitter and
receiver and hence offers considerable capability, reliability
and flexibility in designing BiSAR missions [1]-[3]. The
bistatic configuration also brings additional benefits when
compared to a monostatic SAR system like: frequent
monitoring, resolution enhancement, reduced vulnerability for
military applications, reduced costs using existing illuminators
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of opportunity with several receive-only systems and also the
possibility of forward- or backward-looking SAR imaging
[3]-[6]. Bistatic systems with stationary illuminators
(transmitters) appear interesting in this context, as they allow
small and lightweight receive-only UAVs (Unmanned Aerial
Vehicles) to produce bistatic SAR images [5]-[6].

Deriving the point target reference spectrum is a key step for
frequency-domain based BiSAR processing. In the monostatic
case, the Point Target Reference Spectrum (PTRS) is readily
obtained by applying the Principle of Stationary Phase [7]-[8].
Furthermore, the RCM is azimuth-invariant, and hence targets
located at the same slant ranges of closest approach will show
identical migration trajectories in the range Doppler domain [7].
Point targets at differing azimuth locations will map into
different (spotlight mode) or same (stripmap mode) segments
of the identical arc. Many frequency-domain based monostatic
algorithms make use of this property to achieve efficiency.

For the general bistatic configuration, there is no simple
analytical solution due to existence of two independent
hyperbolic range equations [2], [9]. For the airborne/stationary
configuration, the stationary platform does not contribute to the
azimuth modulation, and thus only a hyperbolic range equation
for the moving platform is present, giving an analytical
derivation of the PTRS. Although the stationary platform
facilitates the derivation of the PTRS, it introduces a
Coordinate-Dependent Range Offset (CDRO). Since one of the
platforms is stationary, targets at the same range have the same
Doppler history and the same RCM. However, the distance of
these targets from the stationary platform varies in a hyperbolic
form in azimuth due to their difference in azimuth position (see
Fig. 1a), so the variation will result in the fact that the range
migration trajectories of targets at the same range are
distributed along a hyperbola [10], shown in Fig. 1b. Hence,
they cannot be processed directly in the range-Doppler or 2-D
frequency domain.

In [10], a Non-Linear Chirp Scaling (NLCS) algorithm is
proposed, which can be shown to be suitable to process bistatic
SAR data in airborne/stationary bistatic configuration. It
circumvents the limitation of the coordinate-dependent RO by
first correcting the linear RCM in the azimuth time domain, and
then it uses a nonlinear perturbation function to equalize the
targets’ azimuth FM rates at the same range bins.



> TGRS-2008-00822. R2. To be published in Nov. 2009 <

) Il'.._‘1l:'|'-"- /
F -.1|'|'-I1-"
N'I.“\l'nlr

-

(a) Imaging geometry

2
I
I
I
I P4
Target trujectory) ,
~,
I
P3
[
I
I
47 |y P2
I
I '\.
= | .
B ' ~( m
3 | -

Range
(b) Collected signal trajectory

Fig. 1. lllustrating the effect of the CDRO on the range migrations of trajectories of targets. (a) Five targets (P1-P5) have the same range
of closest approach from the moving platform. (b) The range migration trajectories (see the solid bold line) of the five targets are
distributed along a hyperbola (see the dashed line). The range cell migration is exaggerated for purposes of clarity.

Subsequently, a single azimuth matched filtering can be applied
at each range bin to compress the entire azimuth signal. Finally,
an interpolation operation is applied to correct the
misregistration due to the coordinate-dependent migration. In
[11], a subaperture range-Doppler algorithm is used to process
the bistatic SAR signal with a fixed receiver. Reference [12]
presents a hybrid processing method for the fixed-receiver
bistatic configuration.

This paper presents an analytical PTRS for
airborne/stationary bistatic configurations. Based on the
spectrum, a frequency-domain approach is developed. Firstly,
it performs a Reference Function Multiplication (REM) [7] to
compress the range signal and to correct the bulk RCM.
Secondly, an azimuth coarse focusing and a secondary RCMC
are executed by using RFM in segmented range blocks. In each
range block, nominal slant range parameters are used. This
means that in these blocks the range variant components of the
smaller differential RCM, the secondary range compression,
and azimuth modulation are neglected [7]. In the coarse image
domain, we perform the Coordinate-Dependent Range Offset
Correction (CDROC) along the range direction using
interpolation. The key idea of this correction is to migrate the
targets along the hyperbola so that all targets having the same
Doppler history are aligned in the same range bin. The
alignment is performed via a range interpolation in the 2-D time
domain on partially compressed targets, because in this domain
targets are separated. Subsequently, the residual azimuth
compression (to achieve proper compression) is easily done via
fast convolution since all these targets in the same range cell
experience the same residual modulation. After correcting the
CDRO, we perform the Third Azimuth Compression (TAC) to
compensate the residual phase.

This paper is organized as follows. In section II, the signal

model is presented and the PTRS is derived. Using this PTRS, a
frequency-domain based focusing algorithm is developed in
section III. We show the processing results of the simulated
data in section IV and real bistatic SAR data in section V.

Finally, some conclusions are reported in section VI.

NOMENCLATURE

T,t Azimuth and range time variables (Assume the azimuth time
origin 7 =0 to be the time of the closest approach from
receiver to transmitter);

Tox Zero Doppler time of receiver relative to the azimuth time
origin 7=0;

Tor Slant range of receiver at zero Doppler time;

Tor Slant range of closest approach of target to a virtual
transmitter path which is assumed parallel to the receiver’s
trajectory;

(TOR, 7 R) Receiver-referenced coordinates, defined as the coordinates
of the target space;

O'(TOR, Fbk) Backscattering coefficient of the point target located
at (T(len)R) 5

Ve Platform velocity of receiver;

Ve Ground velocity of the receiver’s antenna footprint;

c Speed of light;

A, fo Carrier wavelength and carrier frequency of the transmitted

’ signal;

f.f Range and azimuth frequency variables;

L, Width of the composite scene in azimuth;

L, Length of flight path during data acquisition;

L Azimuth antenna footprint of transmitter;
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Fig. 2. Imaging geometry of the bistatic experiment

II.  SIGNAL MODEL AND PTRS

We investigate airborne/stationary configurations, assuming
a stationary transmitter as the illuminator and an airborne
bistatic receiver mounted at an airplane. The receiver is
operated in a sliding spotlight mode to achieve a tradeoff
between the azimuth scene size and the azimuth resolution. The
geometry is shown in Fig. 2.

The mathematical symbols and their definitions used in this
paper are given in the nomenclature.

The received signal from a point target located at (z'OR,n,R)

after demodulation is given by

-K
g(7,t,TorsTin) = rect{TLg/‘:m }rec{{?’i}lz :|U(Tokﬂ7m)

5 [t CR(D)+ R (TORJM)}exp[—jZﬂ Ri(7)+ R, (TOR,mT):|

c A
Where L, is the synthetic aperture length, and given by
kL+(1-x)L; . k is a sliding factor, given by x =v,/v
[13]-[14]. & is the function of x, and determines the working
mode (see Table I). In (1), the first rect[e] represents the

(M

composite antenna pattern, simplified as a uniform illumination
over the ground. The second rectangle function determines the
extension of the illuminated area. s(f) represents the

transmitted signal. R,(r) denotes the instantaneous slant range
from the receiver to the point target, and Ry (7,77 ) is referred
to the stationary slant range from the transmitter to the point
target, they are given by

Ri(z) = @

T + Vi (T = Tur)

3

Performing the Fourier Transform (FT) with respect to the fast

2 2.2
RT(TORerT) =N1or T VrTor

time variable ¢ , we can transform (1) into the
range-frequency/azimuth-time domain.
T—KT, T
G(7, f,Tons i) = TECE = (rect| —— |o(zor»Tir)
L./vx L,/ vx @

Y (f)eXp[—j 27r(f+fo)RR(T)+f’(f‘m»rvr)}

where, Si(f)is the baseband spectrum of the transmitted signal.

It is important to note that the transmitter-related term in the
exponential in (4) does not depend on the azimuth slow time T,
but only the (fixed) position of the point target. Applying
azimuth FT, we obtain the PTRS in the two-dimensional
frequency domain as
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G(fr,f,TOR,raR):reCt|: fo :|O'(Tuk,rok)S1(f)
L, /v,

xexp[ jam(f+ gy Reltmtin) (T"’“r”)} (5)
Irect{ T }exp[ io(z. /)M
where, ¢,(z,/.) is defined as
o (z.f)=2x(f + fo)RRC(T) +27nfir (6)

There is only one hyperbolic function of azimuth time in the
integral of (5), instead of two independent hyperbolic range
equations. This indicates that we only have a
“semi-monostatic” phase history term. Therefore, the Principle
of Stationary Phase can be readily applied to obtain the solution
of the integral to derive the desired bistatic PTRS. At the point
of stationary phase, the first derivative is zero

dé(z.f)
=0
ar | (M
Solving (7) for z, yields
Clor
Vi %
T, =T — L ®)

\/(f -y (%]

Substituting 7, on the right-hand side of (5) for r gives the
desired PTRS,

G(ﬁ’f’r‘m’n‘”) = rect[f Bf }rect{LT; :|O-(TORJE)R)
xS, (f)exp[=i¥ (f:. [ Tunstine)]

Where B, denotes the bandwidth of a single point target, and
given by Lw./(An:). fa represents the Doppler centroid, and

formulated by f. = (1— &)vizu/(Arin) -

[ 2 2 2
Tor + ViTor
C

®

‘P(f,,f,ﬂm,l”ox) = 27[(f+ﬁ))

(10)
o

Vi

-
+ Zﬂﬂ

(f+f0) ( ) + 27 fTor

Some short remarks concerning (9)-(10) will be helpful to
understand the characteristics of this airborne/stationary
configuration.

e The first windowing (rectangular) function of (9) shows
the spectral characteristics in azimuth where the factor &
determines the working mode of receiver. There are three
major cases listed in Table I.

e The first term of (10) is a linear function of the range
frequency, representing a range offset. Because of its
square root factor, this range offset term is nonlinear in 7
and 7% . It means that this offset term nonlinearly depends
on the two-dimensional space coordinates of the
illuminated target. Hence, it is called coordinate-dependent
range offset. Because of this dependence, it cannot be
completelycorrected by chirp transformation approaches
(e.g. chirp scaling [7] and inverse scaled Fourier

transformation [16]) in the range-Doppler or
two-dimensional frequency domain, but has to be handled
in the image domain. A proposed correction method will
be discussed in section III.

e The second term of (10) is a semi-monostatic phase term
contributed by the moving receiver. It contains a
Doppler-dependent RCM term, which is well-known in

monostatic SAR  processing [7]. However, this
Doppler-dependent  term  cannot be  corrected
independently by chirp transformations since chirp

transformation may introduce a scaling factor into the first
term of (10).

The overall azimuth signal bandwidth is obtained as the
superposition of all the individual point target contributions,
the maximum width for the azimuth frequency spectrum is
obtained by determining the conditions for overlapping of the

f—(l—i?)vim/(ﬂf’un)}ect[ Tor }

two rectangular windows rect[ :

L) A L/ve]
The azimuth frequency can be expressed as
B, B, AB
R R 11
v 25, an

where B, indicates the bandwidth of the overall scene instead
of the bandwidth of a single point target. AB, represents an

additional extension compared to the Doppler bandwidth of a
single target and is given by

=( (12)

From (12), we can see that the whole scene has a higher
bandwidth compared with a single point target. To reduce the
limitation of Pulse Repetition Frequency (PRF), we can
upsample the azimuth data before azimuth focusing. In addition,
this limitation can also be overcome by segmenting or
dechirping in azimuth [17]-[18].

II1.

This section provides the processing steps of the proposed
algorithm shown in Fig. 3 and illustrates its basic operation.

FOCUSING PROCEDURE

Raw data }
'L E A:a:iml.Ih ET |
| ; z-lln l |-& CDROC |
- v
I Rim | ]7 Azimuth FT ‘
’3 Ra.ugi: IFT I |3 Ti{_‘ |
4 Coarse azimuth 'l
compression |q Azimuth IFT |
L I

Complex image
Fig. 3.Block diagram of the proposed focusing algorithm.
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TABLEI
MODEL OF OPERATION AND GEOMETRY

K Mode

Description

Geometry

[a—

Stripmap

(Vg :VR)

The receiver works in the common stripmap mode where
the azimuth signal has a bandwidth of v,L/(Ar:)

A

0 Spotlight
( Ve = O)

The receiver operates in spotlight mode where the
azimuth spectrum is centered around the frequency of
vitee/(Ane) . The bandwidth is given by wiL,/(An:)

[14]-[15]. In this case, the antenna of receiver is steered
around the rotation point, which is located at the center of
the illuminated scene.

1 Sliding
Spotlight
(0<v, <wvr)

A

The receiver works in sliding spotlight mode [13] (also
called stripmap/spotlight mode [14]-[15]). It is
characterized by steering the beam around a virtual point,
which is located beneath the earth’s surface and far away
from the scene center. In this case, the azimuth signal is
centered on (1-&)viz/(4r:) , and has a bandwidth

of L /(Arz) . The azimuth bandwidth is increased by a
factor 1/x with respect to the stripmap case; in addition

the azimuth size of the imaged scene is increased by a
factor of 1+x(L,/L) compared to the spotlight mode.

Thus, this operational mode achieves a good tradeoff
between the spotlight mode and the stripmap mode by
steering the receiver's antenna. The sliding spotlight is a
novel method as it does not really need the hardware of
the radar to be more complex than the conventional
spotlight mode. It tricks the radar into thinking that the
spotlight mode has a scene center below the Earth’s
surface.

The basic steps are outlined as follows:
1. Transform the raw data into the 2-D frequency domain.

R, is a reference slant range, generally defined as the
closest slant range from the scene center to the receiver.

2. Reference function multiplication (RFM). It is carried out to RFM filtering correctly focuses the data at the reference
remove the space-invariant phase (i.e. perform bulk slant range, partially compensates the phases of targets at
azimuth compression, bulk RCMC, range compression and other ranges. After RFM filtering, the remaining phase in
bulk secondary range compression [7]). Thus, the RFM the two-dimensional frequency domain is

filter can be expressed as

Hepnd (for foR) = Xp{iW aen ([ )} x S (f) (13)

where W ... (f;,/) is defined as

Vo (fuf) =228 5+ 1) - (4) (14)
C Vi



> TGRS-2008-00822. R2. To be published in Nov. 2009 <
NTor + ViTor
qjl(ﬁafafomnm) = 2”(f+ﬁ))f
+2r (’?)R_ ) (f ﬁ) ( j +27Z.ﬁz-()l?
! (15)
V n]T + VRTOR
~ 2”(f+ﬂ)—
27[—(’6’? ~k.) {fOD + i} + 27 fiTon
c D

Where D is the cosine of the instantaneous squint angle of

the receiver [7], and formulated as D =/1—(Af./v:)" .

3. Perform IFT along the range direction to transform the
signal into the range-Doppler domain. The resulting signal
is given as

Gl(ﬂ,t,rim,m):rect[f Bf }rect{ fon }o(m,m)

L,/ve
» [z N vt +C(nm _R’")/DJexp[—j‘Pz(ﬁ,m,nm)]

(16)

where p,(r) is the compressed pulse envelope in range;

. (fTuetin) is given by
2
“PZ(f;)TORan)R) :77[[(%}{ _R’")D+\/mj|+2ﬂf;r(m (17)

4. Focus the remaining azimuth signal coarsely. This step
contains two functions: coarse azimuth compression and
secondary RCMC. In this step, we first partition the data
into range blocks in the slant range domain, and then
transform every range bock into the two-dimensional
frequency domain by using the range FT. In every range
block, we implement the RFM. The phase of the RFM filter
is defined as

W (frfsR) = ZHM[ 4D +i} (18)
c D

where the subscript » represents the index of the range
blocks across the whole swath. R, is referred as to the
reference slant range of the »” block (usually the midswath
range in the block). In every block, if we want to keep the
azimuth broadening due to RCMC errors less than 2%, then
we should keep the uncorrected RCM within half of a range
resolution cell [7]. The target range migration trajectory is
7w/D in the range Doppler domain, so that the RCM is

1x(l/D —1) [7]. Hence, the constraint for the residual RCM

in this step is given as

(7o — Rn)[%—l}

Ox 1s the range resolution cell. Equation (19) can help us
determine the block length in the slant range direction.
After this coarse focusing, the RCMC errors can be
disregarded, and thus, the signal in the range-Doppler
domain is

<& 19)
)

Gz(ﬁ,t,rlm,ro,e)zrect[fo }rect{ fon }G(rlm,m)

L. /vy
, [t i +vih +(ne—R)

(20)
- ]eXp[—jlys(ﬁzTORDrOR)]

Y. (1., TOR,VDR)— [(rok R)D+\/r0,+vRTORJ+27szOR (1)

From (20), it can be seen that the range signal is registered
to the relative position of the reference slant range in the
n" block. Examining (21) suggests that the azimuth
modulation has not been removed completely, the residual
azimuth modulation is 27z(r, —R,)D/A . It means that we
have only achieved a coarse azimuth compression at this
stage.

. Perform an IFT in azimuth to transform the signal into the

coarse image domain. The result is
& (0,1, TorTon) = _[Gz(f,,t,fon,nm)exp(ﬂ”frf)dfr

{ } [ N5 +Vizen + (o —R,,)]
=rect O—(TORs ()R)p
L,/ v c

2T s
exp —_]7 Yor + VrTor

J.rect{fr Z_i’”f }exp{ { (e —R)D =27 f:(r - m)}}df 2

Tox Nt +vitor +(7ie — R,)
=rect| —— |0 (Torson ) P.| t —
L./ve c

~ 2 2 2 2
Pu(t— rOR)exp{—JTH\/ Tor + ViTo }

Since the residual azimuth modulation (i.e. 2z(r, — R,)D/21)

is present, the azimuth signal is coarsely focused. The
coarse azimuth impulse response p,(z) is expressed as

p.(7) = J.rect{f Jon }exp{ [2ﬁfr——(r0k R)D}}df 23)

For clarity, its counterpart (i.e. the ideal azimuth impulse
response) is given as

)= frect LI expl e ol

= B,sinc[B,7]exp[ 27 fuT]
Because the residual error exists over the short subswaths
(i.e. narrow swath), it only results in the slight degradation.
Therefore, this coarse azimuth compression can separate
the targets in azimuth. Thus, this separation in azimuth is
helpful to correct the dependency of the range offset on the
azimuth coordinate of targets in the next step.

24

. Correct the nonlinear coordinate-dependent range offset

along the range direction. The correction maps the original
nonlinear slant range into a linear one, that is.

For + ViTox = For (25)

To implement the mapping operation, a range-direction
time-domain interpolator can be used (Generally, an 8-point
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sinc interpolation kernel appears to be sufficient [7]). After
this nonlinear correction, (22) becomes
Tor

L;/VR 1|C7(T0R9’2)R)]3a (T - TOR)

b [t —Mjexp[—j%ﬂhi + v,irjk}
C

Subsequently, the residual azimuth compression can be
implemented by using matched filtering in the
range-Doppler domain since all these targets in the same
range cell hold the same residual modulation.

7. Transform the coarse image back into the range-Doppler
domain to remove the residual azimuth modulation.
Combining (23) and (26) yields

¢ OR or o — R,
Gs(ﬁ:t,ToR,"bR):VeCt L O'(‘['OR,;"OR)p’ (l—L)
L/ ¢

s/ Vr

exp[— j%r\/ T + ViTon }I Pu(z —7on)exp(—27 fir)dT

= rect Fox rect[f’ /o
L,/ v B.

Tor +For — R,, .
D: (t - %)exp[_ryiﬁa'&mrm‘ )]

8. Perform the Third Azimuth Compression (TAC) to remove
the residual modulation term by using the range-variant
matched filtering. The filter is defined as

Ha( nr(IR;Rn) = eXpl:jZTE(V(m _R")D:l

After TAC, the residual azimuth modulation is
compensated and the remaining signal can be expressed as

Gs(fr,t,fme,rok) = Gs(f;,t,fomnm) X Hﬂ(f;,n)R,Rn)
fr _fDL:| Tor

=rect rect| —— |o(Zor,tor
[ , L,/ve (Fuc i)

B,
or + 0R _Rn . 2 B 2 2
p,(t T T 7 ) (7 )jexp[—J (7”\/ Tor + VaTor + 271'}‘,10}2)}
c

9. Transform the signal into the complex image domain by
performing an IFT in azimuth. We obtain

Tor Tor + (nm - Rn)j
O\ Tor,Tor | =
L/ } (7ors1i) P (

gs(TJ,TOR,I”oR) = rec{
(26)

(27)

}a(m,m)

(28)

(29)

s/ Vr C
Pt 7w )exp[—jzjﬁ\/ Tor + ViTon }

The exponential term of (30) denotes a residual phase term
which can be corrected by phase multiplication in the image
domain. If a magnitude image is the final product, it can be
negligible.

gB(Tataz—oR,n)R) = rect|:
(30)

IV. SIMULATION EXPERIMENT

In this section, we perform a simulation experiment based on
data collection geometry shown in Fig. 4(a).

7
A
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Fig. 4. Illustration of the geometry of simulation experiment. (a)
Imaging geometry. (b) Composite scene with twelve point targets.

In this simulation, the receiver works in spotlight mode, that
is, ¥ =0. The simulated scene consists of twelve point targets,
which are arranged in a rectangular pattern (i.e. a 3x4 matrix),
shown in Fig. 4 (b). The coordinates of targets are referenced to
the receiver, i.e. (7o,7z) . The parameters are listed in Table II.

TABLEII
AIRBORNE/STATIONARY BISTATIC SAR SYSTEM PARAMETERS

Receiver | Transmitter
Carrier frequency 9.65GHz
Range bandwidth 380 MHz
Sampling rate 494 MHz
PRF 600 Hz
Velocity 100m/s 0
Altitude 2872 m 94 m
Depression angle 25° 5°
Beam width 6.0° 20 °
Composite exposure time 5.12s

Since the moving receiver works in spotlight mode, the
Doppler bandwidths of these targets are dependent on the slant
range of receiver at zero Doppler time, i.e. 7, . Using the
parameters listed in Table II, the calculated Doppler
bandwidths of the twelve targets are: 262.62 Hz (PT1-PT3),
255.56 Hz (PT4-PT6), 230.73 Hz (PT7-PT9), and 225.26 Hz
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Fig. 5. Interpretation of the main processing steps (PT1-PT3 are used for explanation). (a) First RFM in the range-Doppler domain (Step 3).
(b) Secondary RCMC in the segmented blocks (Step 4). (c) Coarse azimuth focusing (Step 4). (d) CDROC (Step 6). (e) Image after the third
azimuth compression (Step 9). (f) Focused result of the simulated scene.

(PT10 - PT12). In this simulation, the maxima of the Doppler
spectrum shift and Doppler bandwidth are £92.32 Hz and
262.62 Hz, respectively. So, for the simulated scene, the
extension for azimuth frequency is less than £223.64Hz. Thus,
a PRF of 600Hz can properly sample the azimuth signal. By
using (19), the range block size is 298 samples, and the
resulting number of range blocks is 14. In addition, it needs to
be emphasized that a rectangular window is used in the range
and azimuth processing.

A. Illustration of Processing Procedure

For clarity of the presented imaging algorithm, the effects of
the RFM, coarse azimuth compression, CDROC, and TAC are
illustrated in Fig. 5. For this illustration, we concentrate on
PT1-PT3, which are the worst case for focusing, being furthest
from the reference range.

In Fig. 5(a), the RCMs of PT1-PT3 have not been
corrected accurately, since the RFM only corrects the RCM of
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targets located near the reference range. For the targets away
from the reference slant range, e.g. PT1-PT3, the RCM is only
partially corrected. In addition, from Fig. 5(a), it also can be
seen that PT1 and PT3 are in the same range bin to PT2 and are
shifted to another range bin due to the dependence of
R:(zor,rir) o1 the azimuth coordinate. Figure 5(a) also shows
that the PT1 and PT3 differ in Doppler centroid compared with
PT2, which causes an extension of the Doppler spectrum of the
whole scene. Furthermore, the trajectories of PT1 and PT3
also appear to be more considerable in RCM.

After the secondary RCMC, the RCM introduced by the
moving platform is corrected under an acceptable level, as
shown in Fig. 5(b). In Fig. 5(c), the coarsely focused image is
shown. It is clear that PT1 and PT3 are migrated in range as a
result of the CDRO. In Fig. 5(c), PT1 and PT3 are registered to
(-1.8s, 6290.4 m) and (1.8s, 6290.4m), respectively.
Subsequently, in step 6, the range-variant interpolation is used
to correct the range offset. After this correction, PT1 and PT3
are registered to (-1.8s, 6275.4 m) and (1.8s, 6275.4m), shown
in Fig. 5(d). It needs to be emphasized that 8-point sinc
interpolation kernels are used for this interpolation operation.
Fig. 5(e) gives the final image after TAC. The focusing result
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of the whole simulated scene is shown in Fig. 5(f).

B. Focusing Quality

To quantify the precision of the presented processing
method, PT1 and PT2 are analyzed in more detail (Since PT1
and PT3 are located symmetrically in azimuth, we only
measure the quality parameters of PT1). The theoretical range
resolution is 0.3758 m, and the azimuth resolution is 0.3808 m.

To check on the focusing quality of the coarse image (i.e.
processing result of step 1-step 5 in Fig.3), the impulse AZ'”EZ; camee
responses and phases of PT1 and PT2 in both the range and PT1: azimuth phase
azimuth directions are shown in Fig. 6 and Fig. 7, respectively.

Examining the azimuth quality parameters shown in the
annotation of Fig. 6 (a) and Fig. 7 (a), it can be seen that the
azimuth impulse responses of PT1 and PT2 suffer from the
focusing degradation. This degradation as a result of the
residual azimuth modulation can be illustrated in Fig. 6 (b) and
Fig. 7(b), where the phases are curved by the residual azimuth
modulation through the main lobe [7].

The measured range resolutions of PT1 and PT2 agree well nzimutiaampio)
with the theoretical value, shown in Fig. 6 (c) and Fig. 7 (c). (b)

The measured PSLR and ISLR deviate from the theoretical 0 AL pn?m;v\ho.mm :
values of -13.26 dB and -9.72 dB by less than 0.2dB. Figs. 6 (d) Sk Lo - L PSiR=l13.20a8 - — - -
and 7 (d) also show that the range phases of both targets are P O A R S ',s':Rfo'f ® TR
flat through the main lobe. ! !

To compensate the residual azimuth modulation, steps 6-9
are applied, and the resulting impulse responses and phases of
PT1 and PT2 are shown in Figs. 8 and Fig. 9, respectively.

As can be seen from Figs. 8 (a) and 9 (a), the azimuth
focusing quality of PT1 and PT2 is improved after the residual
azimuth compression. This improvement can also be 0 S e, M0
explained by the azimuth phases shown in Figs. 8 (b) and 9 (b). (c)

Looking at the azimuth phase in Fig. 8 (b), it can be seen that 4 PT': range phase

the residual azimuth modulation presented in Fig. 6 (b) has
been removed by TAC. And, the azimuth phase of PT1
appears to be a straight slope, which can be compared with Fig.
6 (b). The slope can be interpreted by the linear phase ramp in
the last exponential term in (24) [7]. When the azimuth signal
has the nonzero Doppler centroid (e.g. PT1, shown in Fig. 5
(a)), the phase is linear through the main lobe. In Fig. 9 (b), the
azimuth phase of PT2 is flat within the main lobe after residual
azimuth compression due to the fact that PT2 has the zero i ‘ ‘
Doppler controid (see Flg 5 (a)) o 20 4‘0 60 80 1‘00 1‘20 140
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azimuth, it has no effect on the range impulse response, which Fig. 8. Impulse responses and phases of PT1 after the compensation of
can be verified by Figs. 8 (¢) and 9 (c). However, the residual residual phase. (a) Azimuth profile. (b) Azimuth phase. (c) Range
azimuth compression can introduce a phase ramp into range profile. (d) Range phase.

phase. The range phase is caused by the fact that the azimuth
residual matched filter FM rate changes with range, while all
parts of a given target have a constant FM rate [7]. Therefore,
the azimuth FM rate mismatch introduces a phase error which
appears to be approximately linear in range, shown in Figs. 8
(d) and 9 (d) [7].

PT2: azimuth profile
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profile. (d) Range phase.

V. PROCESSING RESULTS OF REAL BISTATIC SAR DATA

To validate the processing for the airborne/stationary
bistatic SAR configuration, the algorithm is applied on real
bistatic data. The data is collected in December 2007 by using
FGAN’s airborne SAR/GMTI system (PAMIR) acting as a
moving receiver and a stationary transmitting antenna horn. In
this bistatic SAR experiment, the receiver worked in the
spotlight mode, shown in Fig. 3a. In this experiment,
transmitter and receiver had an azimuth beam width of 27° and
6°, respectively. Both transmitter and receiver worked at
X-band and shared a common bandwidth of 380MHz with a
center frequency of 9.65 GHz. The effective composite
exposure time in azimuth was 6s. The transmitter was located
above the Rhine valley near the city of Bonn. The altitude
difference between the illuminated scene center and the phase
center of the horn antenna was only 100 m. In this experiment,
because of complex flight condition, the airplane has a
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nominal flight direction of 282.034° with a yaw angle of
286.24 ° in the North-East-Up coordinate system [21]. It
means that the experiment is performed in low squint mode
with a squint angle of 4.2° .

This experiment is also seen as a primary step for our
further bistatic experiments using TerraSAR-X as the
transmitter and PAMIR as the bistatic receiver [19]-[20].

Both local oscillators were not synchronized in this
experiment. To mitigate the effects of the clock drift, we used
two approaches. The first one was a larger echo window at the
receiver side and the second one compensated the clock drift
in the preprocessing.

By using the proposed imaging algorithm, the focused
bistatic SAR image is shown in Fig. 10 (b). For comparison,
the optical image of the processed scene and the bistatic SAR
image processed by the time domain algorithm (i.e. the back
projection algorithm [22]) are also shown in Fig. 10 (a) and
Fig. 10 (c), respectively.

Because a stationary transmitter was used, the illumination
pattern of the horn antenna becomes clearly visible. In
addition, large shadows are present due to the small depression
angle of the horn antenna (5°).

For further clarity of image quality, the part of scene centre
(see the solid line) has been highlighted in more detail in Fig.
11. Comparing Fig. 11(b) and Fig. 11 (c), it can be found that
the proposed algorithm nearly reaches the performance of the
back projection algorithm.

VI. CONCLUSION

This paper discusses a bistatic SAR configuration (i.e. with
a stationary transmitter and a moving receiver) and derives an
accurate Bistatic Point Target Reference Spectrum by using
the principle of stationary phase.

In comparison with bistatic SAR systems with two moving
platforms, this point target reference spectrum contains a
special range offset component introduced by the stationary
platform. It is independent of the azimuth time variable, but
dependent on the azimuth coordinate of a target. The key idea
of the presented algorithm is to correct the CDRO along a
hyperbola in the coarse image domain so that all targets having
the same Doppler history are aligned in the same range bin.
Subsequently, the proper azimuth compression is efficiently
done in the frequency domain. To achieve this, the range
blocking and interpolation are used. A simulation experiment
and real raw data processing are performed to verify the
accuracy of the presented algorithm.

However, the presented approach is only suitable in the
specific case where the imaged scene has a small extension in
azimuth where the CDRO is not significant. As the size of the
composite scene in azimuth increases, the CDRO might spread
over several range blocks along the range (see Appendix A).
In this case, an additional blocking in azimuth is needed. By
blocking in azimuth, we keep the maximum range offset
difference in every azimuth block within a range block. Thus,
this additional azimuth blocking will reduce the efficiency of
this method.
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(b)

(©
Fig. 10. Images of Rhein, Germany. (a) Optical image from Google Earth. (b) Bistatic SAR image processed by the
presented algorithm. (c) Bistatic SAR image processed by the back projection algorithm. The horizontal and vertical
directions denote the range and azimuth, respectively.

(b)
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()
Fig. 11. Close look at the scene centre. (a) Optical image. (b) Bistatic
SAR image processed by the proposed algorithm. (c) Bistatic SAR
image processed by the back projection algorithm.

APPENDIX A (ANALYSIS OF BLOCK SIZE)

This appendix derives the block sizes in range and azimuth.
The block size in range, AW, , can be readily derived by using
(19) and (11), and given as

Or

5]
max| ——1
D

The azimuth blocking is introduced to keep the maximum
range offset difference, A ,in every azimuth block within a

.5 8rie

AVVR = R 2
[L+(1-R)L] (€D))

range block, i.e.
Ao < AW, (32)

Let L, and L, be the azimuth offsets of the azimuth edges

of one block from the scene center. The resulting azimuth
block size can be expressed as

AW, =|L - L,| (33)

At the azimuth edges, the range offsets, A, and A,, can be
formulated by combining (3) and (25) as

I
2 2 1
A =\ Formin + L = Fopuin =
Yo7 min
I (34)
2 2 2
Ay =\ Tirmin + Lz = Formin =
Yo7 min

Where 7., denotes the nearest slant range variable 7, in the
block.

The maximum range offset difference in the block can be
formulated by combining (33) and (34) as

L+L,)

A =|A = Ay = ( AW, (35)

Formin

Substituting (31) and (35) into (32) yields

. 16 OZR 07 min
AW, ~ min fonlt 5, (36)

[L+(1-%)L] (L +L)

From (31) and (36), the block sizes in both directions are
proportional to slant range variables, and inversely
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proportional to the azimuth footprint length of transmitter and
length of flight path of receiver. It means that the longer the
length of the azimuth footprint of transmitter and length of
flight path of receiver are, the more the azimuth blocks are
needed, which will lead to inefficiency of this method.
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