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Abstract

For the analysis of the brain shift phenomenon different strategies were applied. In 32 glioma cases pre- and intraoperative MR

datasets were acquired in order to evaluate the maximum displacement of the brain surface and the deep tumor margin. After rigid

registration using the software of the neuronavigation system, a direct comparison was made with 2D- and 3D visualizations. As a

result, a great variability of the brain shift was observed ranging up to 24 mm for cortical displacement and exceeding 3 mm for the

deep tumor margin in 66% of all cases. Following intraoperative imaging the neuronavigation system was updated in eight cases

providing reliable guidance. For a more comprehensive analysis a voxel-based nonlinear registration was applied. Aiming at im-

proved speed of alignment we performed all interpolation operations with 3D texture mapping based on OpenGL functions sup-

ported in graphics hardware. Further acceleration was achieved with an adaptive refinement of the underlying control point grid

focusing on the main deformation areas. For a quick overview the registered datasets were evaluated with different 3D visualization

approaches. Finally, the results were compared to the initial measurements contributing to a better understanding of the brain shift

phenomenon. Overall, the experiments clearly demonstrate that deformations of the brain surface and deeper brain structures are

uncorrelated.

� 2004 Elsevier B.V. All rights reserved.
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1. Introduction

An increasing number of operations in brain surgery

are performed with neuronavigation systems which im-

prove spatial orientation, both while planning and car-

rying out surgical procedures. As an advantage of this

strategy the surgical approach and the extent of lesions

are defined more precisely. The basis of such systems are
preoperatively acquired image data of different modali-

ties such as computed tomography (CT) or magnetic

resonance imaging (MRI). After identifying corre-

sponding landmarks within the virtual space of the image
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data and the physical space of the patient, a registration is

performed for the correlation of structures of the two

spaces. In consequence, the physical location of surgical

tools is mapped onto their corresponding position within

the image data providing image guided orientation. Ad-

ditionally, selected structures delineated within the image

data are blended onto the patient using semi-transparent

mirrors of modern operation microscopes (heads-up
displays). Neuronavigation systems are most often ap-

plied in cases of tumors and angiomas located within

eloquent areas of the brain. Furthermore, they are most

useful for interventional therapy, surgery near the skull

base and the sella region, biopsies and surgery for phar-

macoresistant epilepsy.

The overall navigational accuracy of frameless ste-

reotactic systems ranges between 1 and 2 mm (Kaus
et al., 1997) and is thus in the order of magnitude of

frame based systems (Maciunas et al., 1994). Mainly, it
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is composed of a technical error caused by the naviga-

tion system and an error resulting from the application.

The latter is dominated by the precision of the imaging

system (e.g., pixel size, image distortion) and the quality

of the applied registration procedure. Overall, the total
error of the whole system is most important for the

application in surgical procedures. As a major drawback

the precision of such systems is further influenced by

two intraoperative events. This is the positional shift

caused by moving the patient out of the coordinate

system due to imprecise fixation. However, the most

significant factor is a severe deformation of the brain

occurring during neurosurgical operations on the
opened skull. In fact, this deformation is an order of

magnitude greater than other sources of errors in sur-

gical navigation systems, which makes it the dominant

contributor to the total error of the surgical navigation

system.

This phenomenon known as brain shift is caused by

various interacting factors such as the characteristics of

tissue, the intraoperative positioning of the patient, the
drainage of cerebro-spinal fluid, the application of brain

spatulas, the movement of tissue, the swelling of brain

structures, the resection of tissue, and a deformation

following gravity. In consequence, the correlation of

structures identified within the preoperative image data

and within the actual situation of the patient becomes

incorrect. As a result of this increasing misalignment,

the precision of any neuronavigation setup deteriorates
significantly during the ongoing course of the operation.

Thereby, the location and the extent of structures are

easily misinterpreted. This fact is of decisive relevance if

the deep tumor margin is approached since it is normally

reached at the end of a surgical procedure. At this time

the inaccuracies reach their maximum which leads to the

most dangerous situation of misinterpretation caused by

the underlying neuronavigation system. This is the rea-
son why a compensation for the brain shift including a

correction of the neuronavigation system is essential.

Consequently, the preoperative image data is completed

by intraoperative scans in an increasing number of cases

based on the availability of an appropriate imaging

system within the operating room. This allows an up-

date of the neuronavigation system according to the

actual situation within the physical space of the patient.
Independent of the availability of intraoperative im-

age data, various questions concerning the sources and

effects of the brain shift and their correlation remain

open. Furthermore, neurosurgical procedures are con-

siderably improved if data of different modalities are

simultaneously integrated within the neuronavigation

system providing a more comprehensive representation

of the situation. These data comprise information ex-
clusively obtained preoperatively such as morphological

data of angiographic procedures (Nakajima et al., 1997)

or functional information resulting from magneto-
encephalography (MEG) (Roberts et al., 1995, 1996,

1997), electroencephalography (EEG) (Chabrerie et al.,

1997), functional MRI or positron emission tomography

(PET) (Levivier et al., 1995, 2000). Considering the

complexity of the underlying problem we suggest two
different strategies. This accounts for a more ‘‘practi-

cally oriented’’ approach based on the neuronavigation

system applied in clinical routine and a more ‘‘theoret-

ically oriented’’ strategy analyzing the deformation with

pre- and intraoperative MR data. The presented results

demonstrate the value of both strategies contributing to

a better understanding and a more quantitative evalu-

ation of brain shift.
The paper is organized as follows. In Section 2 related

work on the assessment of the brain shift phenomenon is

discussed. Section 3 presents our own work showing a

strategy applied in clinical routine. In Section 4 we in-

troduce a model based approach using adaptively re-

fined nonlinear voxel-based registration accelerated with

OpenGL functions supported in graphics hardware.

Finally, the results of our experiments with clinical cases
are presented and discussed in Section 5.
2. Related work

In order to assess themagnitude of the brain shift there

are primarily two different approaches: (1) direct mea-

surements performed within the physical space of the
patient, and (2) analysis of pre- and intraoperative image

data based on registration procedures. Furthermore, ex-

perience is reported in literature (Audette et al., 1999)

which is based on optically scanning the operation field in

order to measure the difference of the pre- and intraop-

erative situation. However, there is a promising strategy

evolving more recently which tries to simulate the brain

shift based on an underlying mathematical model
(Skrinjar andDuncan, 1999;Miga et al., 1999;Hata et al.,

2000; Kyriacou et al., 2000; Ferrant et al., 2001; Skrinjar

et al., 2002; Miga et al., 2000c; Miga et al., 2000a).

2.1. Direct measurement

The most intuitive and common approach to assess

the brain shift is to use a pointer device within the ap-
plied navigation system. It allows one to measure dis-

tances between different structures directly within the

surgical field. This is performed in the beginning of the

operation and during tumor resection (Hill et al., 1997,

1998; Roberts et al., 1998; Dorward et al., 1998; Hart-

kens et al., 2003). The observed localization error is

rated as the occurring brain shift. Compared to methods

based on image data, these approaches are restricted to
selective points and accessible structures of the surgical

field. As a further drawback they are limited by the

precision of the navigation system.
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2.2. Intraoperative imaging

If intraoperative imaging is envisaged, there are ba-

sically three modalities available: X-ray CT, 3D ultra-

sound (US) and MRI. Using CT for neurosurgical
application (Lunsford et al., 1984) the disadvantages are

so far predominant. This is mainly related to the low

soft tissue contrast and harmful nature of the required

X-ray dose. By comparison, intraoperative US is gaining

increasing importance (Comeau et al., 2000; Arbel et al.,

2001). The additional overlay with MR or CT images

leads to a considerably easier interpretation of the US

images (Gobbi et al., 2000). Additionally, there are at-
tempts to use these images to update the navigation

system by deforming preoperative image data (Bucholz

et al., 1997; J€odicke et al., 1998; Comeau et al., 2000;

King et al., 2000). Major difficulties with this approach

are mainly related to the different resolution of struc-

tures. However, compared to other modalities, intra-

operative MRI seems to provide the most

comprehensive potential to analyze deformations of
brain structures. This is mainly related to its high con-

trast in soft tissue and the ability to adjust and optimize

the imaging parameters according to different medical

problems. As an important result, intraoperative MRI

allows to evaluate the size of the intended resection in a

comprehensive way (Black et al., 1997; Tronnier et al.,

1997; Knauth et al., 1998; Hill et al., 1999; Ferrant et al.,

2002). The resulting images give a global insight into the
occurring shift and important target structures due to

the detailed representation of soft tissue. In conse-

quence, the modality makes it optimally possible to

compensate for the decreasing precision of neuronavi-

gation systems if the intraoperative image data is used

for a correction of the system (Wirtz et al., 1997;

Fahlbusch et al., 1998; Samset, 1999; Nabavi et al.,

1999; Nimsky et al., 2001a). Multiple intraoperative
acquisitions allow describing the direction and magni-

tude of intraoperative deformations in a comprehensive

way (Nabavi et al., 2001). Furthermore, applying high-

field (1.5 Tesla) MR scanners intraoperatively an im-

proved image quality is achieved and advanced imaging

techniques are performed (Maurer et al., 1998; Suther-

land et al., 1999; Hall et al., 2000).

2.3. Mathematical models

Apart from compensating for the brain shift with

intraoperative imaging, approaches based on different

mathematical models have been developed. An im-

portant prerequisite of this strategy is data containing

general information about the quantitative dimension

of the brain shift. A variety of approaches (Skrinjar
and Duncan, 1999; Hagemann et al., 1999b; Skrinjar

et al., 2002) aim at predicting the occurring deforma-

tion in order to correct preoperative images. As a
drawback, changes and effects caused by surgery are

not taken into account. Other approaches follow a

registration strategy to analyze the occurring defor-

mation pursuing preoperative planning (Kyriacou and

Davatzikos, 1998) and intraoperatrive brain deforma-
tion compensation (Ferrant et al., 2000; Audette et al.,

1999). Optionally, these approaches are used to collect

information allowing one to predict the brain shift. In

this context, a more general and physically motivated

approach relies on deformations of linear elastic or

hyper elastic material of viscous fluids (Wollny and

Kruggel, 2002; D’Agostino et al., 2002; Lester et al.,

1998; Bro-Nielsen and Cotin, 1996; Christensen et al.,
1996). Since all structures are treated as fluids, the

specific physical behavior of individual parts is not

taken into account. Complementary, a more complex

approach (Hagemann et al., 2000, 2002) couples dif-

ferent physical models, simulating rigid, elastic, and

fluid regions by using an appropriate physical de-

scription for each material. The necessary parameters

of the underlying biomechanical model are based on an
extensive literature study (Hagemann et al., 1999a).

The resulting differential equations are solved with a

finite element (FE) technique which results in a linear

matrix system for each region. Adjacent systems are

coupled through their common boundary. Another

simulation approach based on a 3D FE model (Paulsen

et al., 1999; Miga et al., 1999) applies parameters of the

involved tissues which were experimentally obtained
from animals (Miga et al., 2000a,b,c). In order to

constrain the model, sparse surface information

(Skrinjar and Duncan, 1999; Roberts et al., 1999;

Skrinjar et al., 2002) is intraoperatively taken from

different sources. So far, a 70% recovery of shifting

structures is reported (Miga et al., 2000d) which still

requires verification with human data on a larger scale.

Alternatively, cortical constraints based on cortical
sulci are used as sparse similarity information for

nonrigid registration (Hellier and Barillot, 2003). In

order to accelerate the complex calculation of the

alignment transformation a shared-memory multipro-

cessor environment was applied (Rohlfing, 2003) or a

cluster of PCs (Ourselin et al., 2002).

A drawback of most of the above mentioned ap-

proaches are the rather time consuming strategies which
often result in high computational costs of several

hours. They mainly rely on preoperative images and

possibly some sparse intraoperative data. Another

group of contributions deals with nonlinear registration

of pre- and intraoperative MR data. In this context

other groups have already reported on the assessment of

brain shift with intraoperative MRI (Maurer et al.,

1998; Hill et al., 1999). They presented nonlinear regis-
tration strategies to calculate the occurring deformation

offline. They use free-form deformation based on B-splines

using normalized mutual information (Schnabel et al.,
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2001; Rohlfing et al., 2003; Schnabel et al., 2003) and an

optical flow method (Hata et al., 2000). Furthermore,

the volumetric deformation is calculated using a linear

elastic biomechanical FE model based on initial surface

tracking (Ferrant et al., 2001).
3. Imaging approach

3.1. Neuronavigation

Since December 1995 the Department of Neurosur-

gery of the University of Erlangen-Nuremberg has been
equipped with a ‘‘twin operating theater’’ consisting of

two neighboring operating rooms (Fahlbusch et al.,

1998; Steinmeier et al., 1998). In the radio frequency-

shielded part an open MR scanner (0.2 Tesla Magnetom

Open, Siemens AG, Erlangen, Germany) and all MR

compatible equipment required for neurosurgery has

been installed including a system for anesthesia. The

second room is a conventional operating theater con-
taining a modern neuronavigation system (MKM, Zeiss,

Oberkochen, Germany) which is not MR compatible.

If necessary, the patient is intraoperatively moved

from the conventional operating theater into the MR

scanner using an air-cushioned OR table. Thereby, the

extent of the resection of a tumor can be evaluated. If

surgery is continued, the preoperative MR dataset is

replaced and the neuronavigation system is corrected
based on the intraoperative MR images.

Intraoperative imaging has been applied in 330 pa-

tients in the last five years. Among the group of glioma

patients (n ¼ 106) in 63% remaining tumor was assessed

which was successfully removed during further surgery

after localization in 26%. Thereby, the rate of gross tu-

mor removal was increased especially in the low-grade

tumors. In a subset of 32 glioma patients the magnitude
of the brain shift was evaluated. All glioma patients

undergoing intraoperative imaging were among the

more difficult cases with lesions located near eloquent

brain areas. As can be seen in Table 1, a consecutive

correction of the neuronavigation system was performed

in eight glioma patients (Nimsky et al., 2000, 2001b).

In addition to anatomical data, the neuronavigation

strategy was also supported by functional information
in over 120 patients. Based on respective measurements

with MEG and functional MRI the location of the

motor cortex and the speech area is labeled within the

preoperative anatomical MR data. Due to the intra-

operative visualization of the combined anatomical and

functional image data a fast and precise identification of

eloquent brain area is achieved. In consequence, a more

complete resection and a reduced morbidity are
achieved in case of tumors located in the closer vicinity

or within eloquent areas (Ganslandt et al., 1997, 1999;

Nimsky et al., 1999, 2003).
3.2. Registration and visualization

In order to evaluate the extent of the tumor resection

and the amount of brain shift, a registration of the pre-

and intraoperative MR data is performed with the
neuronavigation system. Having acquired intraoperative

MR data a rigid registration with the preoperative im-

ages is performed using the STP 4.0 software (Zeiss,

Oberkochen, Germany). It requires 6–12 landmarks

which are either anatomical or fiducial in order to cal-

culate the initial rigid registration and to evaluate the

alignment quality based on the root mean square error.

The quality of the registration was visually evaluated by
inspecting the alignment of the skin surface equally de-

lineated within the pre- and the intraoperative image

data. As an additional information the location of the

basilar artery is assessed since it is supposed to be only

slightly influenced by the brain shift.

For the consecutive analysis of the brain shift a 2D

strategy is applied for the visualization of the registra-

tion result. It provides a split screen representation
showing the pre- and the intraoperative data separately

within communicating windows including a linked cur-

sor. Additionally, for a more intuitive overlay of the

registered images one dataset is presented within a magic

lens (Bier et al., 1997; Viega et al., 1996), which is moved

or resized interactively within a window containing the

other dataset in the background. Using alpha-blending

(Porter and Duff, 1984) corresponding slices are op-
tionally overlaid. For the purpose of documentation the

maximum displacement of the following structures were

measured: cortical surface, deep tumor margin, ana-

tomical midline, and ventricular system. In all cases the

direction of this displacement was considered by as-

signing positive values for a movement towards the

surface and negative values for a movement from

the surface. Except for the ventricular system where the
average displacement of at least six landmarks was ta-

ken as absolute value.
4. Registration approach

In addition to the presented imaging approach, a

model based strategy is suggested which focuses on ef-
ficiently compensating for brain shift using pre- and

intraoperative MR data. It is required for a further step

in order to consider image data such as functional in-

formation from fMRI or MEG which is only preoper-

atively available. For this purpose nonlinear voxel-based

registration based on mutual information has been ap-

plied. The huge number of interpolation operations is

one of the most limiting factors for the performance of
voxel-based registration. In consequence, this fact is

often responsible for high computation times prohibit-

ing intraoperative application. We improve speed con-
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siderably using piecewise linear transformations and

OpenGL functions supported in graphics hardware.

This approach is built on top of our previous work

(Hastreiter and Ertl, 1998) which introduced hardware

accelerated 3D texture mapping for rigid registration. It
represents an extension to pure software based ap-

proaches (Wells et al., 1995; Collignon et al., 1995;

Studholme et al., 1996, 1999). Contrary to initial results

presented in (Hastreiter et al., 2000), the approach be-

came more robust using pre-segmented brain volumes.

Additionally, the efficiency was further improved by the

use of adaptive refinement of the underlying control

point grid.
4.1. Similarity metric

Voxel-based registration takes into account the en-

tire grey value information of the image data and does

not require an explicit segmentation. The choice of an

appropriate similarity metric is important for the

evaluation of the quality of registration during the
optimization of the underlying transformation. For

both mono- and multimodal image data mutual in-

formation, as initially suggested in (Wells et al., 1995;

Collignon et al., 1995), has proven to be more robust

compared to other registration techniques (West et al.,

1999).

Considering a floating dataset F and a reference da-

taset R, the registration procedure evaluates the data
values of both volumes at corresponding locations. The

marginal probability distributions of the sample values

from F and R are denoted by pF ðf Þ and pRðrÞ, respec-
tively. Having applied the registration transformation T ,
the floating dataset F is interpolated based on the grid of

R resulting in the joint probability distribution

pRF ðrðxÞ; f ðT ðxÞÞÞ. For convenience, r and f ðT Þ are used
instead of rðxÞ and f ðT ðxÞÞ.

If both datasets, and f ðT Þ are identical, the joint

probability distribution amounts to

pRF ðr; f ðT ÞÞ ¼ pRðrÞ ¼ pF ðf ðT ÞÞ: ð1Þ

In the other case, the joint probability distribution

satisfies

pRF ðr; f ðT ÞÞ ¼ pRðrÞ � pF ðf ðT ÞÞ; ð2Þ

if both signals are statistically independent. Considering

both marginal cases mutual information is defined as

IRF ¼
X

ðr;f ðT ÞÞ
pRF ðr; f ðT ÞÞ log

pRF ðr; f ðT ÞÞ
pRðrÞ � pF ðf ðT ÞÞ

� �
; ð3Þ

summing over all pairs of samples ðr; f ðT ÞÞ at corre-

sponding locations. Consequently, the registration

solution is reached if the parameters of T are opti-

mized in such a way that mutual information reaches a

maximum, e.g.,
Iðr; f ðToptÞÞ ¼ max
T

Iðr; f ðT ÞÞ½ �: ð4Þ

For the optimization of Eq. (4) an appropriate nu-

merical algorithm for multidimensional minimization is

required. Direction set methods are frequently used if
the explicit evaluation of partial derivatives must be

avoided. There are numerous strategies which mainly

differ in the set of direction vectors they use. In the

suggested approach Powell’s algorithm was chosen,

which generates a set of mutually conjugate direction

vectors for the iterations (Press et al., 1988).
4.2. Piecewise linear transformation

A drawback of voxel-based methods are the high

computational costs, which are dominated by the in-

terpolation of the volume data. Therefore, acceleration
techniques are of great importance. Furthermore, a

compensation for brain shift requires to use nonlinear

transformations in order to model local deformations of

the brain.

Aiming at clinical application, the idea is to leverage

the texturing capabilities of modern graphics hardware

for accelerated interpolation. Experiments with piece-

wise curved transformations as well as polynomial and
B�ezier tensor product patches turned out to be ex-

tremely time-consuming. Implementations were re-

stricted by the high complexity of polynomial patches

and by limited hardware support for B�ezier splines.

Alternatively, we applied piecewise linear transforma-

tions (Rezk-Salama et al., 2001) to approximate non-

linear deformations.

The mathematical model of the volumetric deforma-
tion is based on a subdivision of an object into a set of

sub-cubes as displayed in Fig. 1. Representing the vol-

umetric object as 3D texture, the deformation is mod-

eled by shifting the texture coordinates at the free

vertices. It is propagated into the interior of a patch by

trilinear interpolation.

Initially, the floating dataset is uniformly subdivided

into a fixed number of linear patches. Since deforma-
tions are restricted to central regions of tomographic

data, the positions of the vertices at the boundaries

remain fixed. All inner vertices are transformed during

the optimization of the similarity metric according to

the best alignment with the reference dataset. By slic-

ing the described deformation model into planar

polygons, similar to texture based volume rendering

(Cabral et al., 1994), the optimization process is ac-
celerated significantly. The efficiency of the presented

approach can be further enhanced since only a subset

of the volume needs to be corrected for clinical

application. This was achieved by reducing the neces-

sary number of free parameters with an adaptive

subdivision scheme.



Fig. 1. Uniform subdivision of a volume into piecewise linear patches to approximate nonlinear transformations. Some patches have been removed to

reveal the interior.
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4.3. Adaptive subdivision

A good approximation of the nonlinear transforma-

tion using uniform subdivision leads to a large number

of piecewise linear patches. In order to reduce the

amount of free vertices for optimization, an adaptive

refinement scheme was used to produce a hierarchical

octree structure.

Starting with an initial decomposition of the volume
data, the contribution of each patch to mutual infor-

mation is calculated. Based on a criterion for local

refinement further vertices are introduced for each

patch. This results in an adaptively refined octree

structure, as demonstrated in Fig. 2(a). At the

boundary between patches with different refinement

levels, constrained vertices are required. Otherwise,

gaps occur in texture space, as shown in Fig. 2(b).
Contrary to the fixed vertices, the location of the

constrained vertices depends on the position of the free

neighboring vertices.
(b)(a)

Fig. 2. Adaptive subdivision generates a hierarchical octree structure of piece

for the optimization procedure (a). Constrained vertices are required on edge

constraints would lead to gaps in texture space (b).
Note that the decomposition of the volume into an
octree hierarchy is performed only once at the beginning

of the registration. Thereby, the total registration time is

effectively limited. Two different examples in Fig. 3 illus-

trate the initial refinement. During the iterations of the

consecutive registration process the locations of the free

vertices are optimized and the positions of the constrained

vertices are updated accordingly. This process is itera-

tively repeated until the requested accuracy is reached.
In order to decide about the subdivision of patches, a

refinement criterion is used. Defining mutual informa-

tion in terms of entropy, there is an upper limit (Maes

et al., 1997) according to

IRF 6 minðHðRÞ;HðF ÞÞ; ð5Þ
with HðRÞ and HðF Þ representing the entropy of the

random variables R and F amounting to

HðRÞ ¼ �
X
x

pRðrÞ logðpRðrÞÞ ð6Þ

and
wise linear patches and significantly reduces the number of free vertices

s or faces between patches of different subdivision levels. Ignoring such



Fig. 3. Depending on the location of the occurring deformation two different subdivision schemes are presented.
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HðF Þ ¼ �
X
x

pF ðf Þ logðpF ðf ÞÞ: ð7Þ

For every linear patch gi both the contribution

Ii ¼
X

ðr;f ðT ÞÞ2gi

pRiFiðr; f ðT ÞÞ log
pRiFiðr; f ðT Þ

pRiðrÞ � pFiðf ðT ÞÞ

� �
; ð8Þ

to the overall mutual information IR;F ¼
P

i Ii and, ac-
cording to Eq. (5), the upper limit

HminðRi; FiÞ ¼ minðHðRiÞ;HðFiÞÞ; ð9Þ
are computed, respectively. This results in

0:06
IiðR; F Þ

HminðRi; FiÞ
6#6 1:0; ð10Þ

which means that a patch is subdivided if the ratio

IiðR; F Þ=HminðRi; FiÞ is smaller than a user-defined

threshold #. This threshold # is heuristically set to 0.7–
0.8. Taking into account the upper limit of mutual in-

formation according to Eq. (5) the ratio represents a

maximum for perfect registration if the ratio equals to 1.

Since this situation is never reached in reality, this

threshold # is heuristically set to 0.7–0.8 which is close

enough to the optimum.

Note that in case of very small patches, the evaluation

of this refinement criterion becomes less accurate. This is
caused by the limited number of samples available for

the calculation. However, this problem is efficiently

circumvented using hardware accelerated interpolation

as described subsequently. This allows increasing the

sampling rate conveniently.

The probability distributions are based on the calcu-

lation of the respective 1D and 2D histograms. In order

to reduce the computational effort for the evaluation of
the histograms, the image data was initially scaled to 256

grey values. According to our experience, this proved to

be sufficient to ensure a robust registration.
4.4. Hardware acceleration

The subsystem of high-end workstations and an in-
creasing number of PC graphics cards provide 3D

texture mapping capabilities allowing hardware accel-

erated trilinear interpolation. Based on the experience

with direct volume rendering, the interpolation of the

floating dataset is considerably assisted as presented in

(Hastreiter and Ertl, 1998) for rigid transformations. A

comparable strategy was applied for the suggested

piecewise linear transformations.
Having loaded the floating dataset into 3D texture

memory, slice images are reconstructed, each of them

corresponding to a slice of the reference dataset. In or-

der to model the patches of the piecewise linear trans-

formation, every slice defined for the floating dataset

must be triangulated explicitly.

In order to accurately propagate the deformation to

interior parts of the patches, trilinear interpolation of
the texture coordinates given at the vertices of the slice

polygons must be performed. An explicit triangulation

of the nonplanar quadrilaterals in texture space is es-

sential, as illustrated in Fig. 4. In column a the desired

trilinear interpolation is displayed. The automatic tes-

sellation which is internally performed by the graphics

hardware will lead to a bad approximation of the tri-

linear deformation since the grey triangle (see column b)
is not affected by the deformation. As a solution to this

problem, inserting an additional vertex in the middle of

the polygon results in a sufficiently close approximation

of the original trilinear deformation (compare column

c). This also provides a correct triangulation of the

nonplanar texture map which results from the defor-

mation in 3D texture space.

In order to perform trilinear interpolation of the
floating dataset, the polygons defined by all vertices



(a) (b) (c)

Fig. 4. Contrary to the desired trilinear interpolation (a), internal tesselation within the graphics hardware (b) results in a very bad approximation

with linear interpolation in barycentric coordinates. Inserting an additional vertex (c) leads to four triangles with barycentric interpolation providing

sufficient approximation of trilinear interpolation.
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after triangulation in physical space are projected onto

the image plane by drawing them into the frame buffer.

Simultaneously, the locations of the vertices are also

used as 3D texture coordinates which are adjusted ac-

cording to the registration transformation. Thereby, the

location of the free vertices is changed in texture space

leading to a deformation of the volume. During raster-

ization the polygons drawn into the frame buffer are
textured with their corresponding image information

obtained by trilinear interpolation directly performed

with 3D texture mapping. Thereafter, the contents of the

frame buffer is read out in order to compute mutual

information. This procedure is repeated for all slices of

the reference data and every iteration step of the opti-

mization procedure.
5. Results and discussion

5.1. Imaging approach

For the pre- and intraoperative MR data a T1

weighted 3D-FLASH (fast low angle shot) gradient echo

sequence was applied. In all cases the obtained volumes
consisted of images with a matrix of 2562 pixels and 112

slices. The size of the voxels was set to 0.9� 0.9� 1.3
mm3. If the tumor was enhanced within the preoperative

images, an additional contrast agent (20 ml Gadolinium-

DTPA) was applied intraoperatively. In case of gliomas

the intraoperative imaging also included a T2 weighted

inversion recovery scan. Thereby, in addition to an

optimized detection of tumor remnants, further infor-

mation was obtained about possible leakage of

contrast agent at the resection border or a diffuse
spreading of contrast enhancement related to surgical

manipulations.

Note, the intraoperative MR images are darker and

poorer in contrast compared to the preoperative images,

although the same pulse sequence was used for both

data. This effect is related to a special coil for intra-

operative application and artifacts caused by the oper-

ating environment.
The evaluation of the brain shift performed with

point based rigid registration of pre- and intraoperative

MR images confirmed the clinical experience in case of

glioma patients. The occurring deformation is influ-

enced by the different parameters of the tumor (type,

size, localization), the position of the patient, the size of

craniotomy and the opening of the ventricular system.

The measurements revealed a maximal shift of the cor-
tex surface of up to �17:4 mm while the anatomical

midline was displaced in the range of 2.3 to �4:0 mm.
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Fig. 5. Shift of the cortical surface versus the deep tumor margin occurring during surgery in 32 glioma cases. The amount of deformation is clearly

uncorrelated in each case demonstrating the independent behavior of both structures.
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Simultaneously, the deep tumor margin was shifted in

the range of �7:9 to 30:9 mm. These results confirm the

general necessity to correct the brain shift intraopera-

tively in order to reliably use a neuronavigation system.

To demonstrate the complexity of the deformation

phenomenon, Fig. 5 shows the amount of shift deter-

mined for the cortical surface and the deep tumor
margin in 32 glioma cases. As can be seen from the di-

agram, the measurements of both structures are uncor-

related revealing their independence. In all cases the

intraoperative acquisition was carried out when the

neurosurgeon had the impression that the tumor was

either completely resected or infiltration of eloquent

brain areas prohibited further resection.

The neuronavigation system is effectively updated
and corrected with intraoperative images which allow

considering brain deformations and surgery related

changes. For this purpose MRI is an optimal imaging

technique providing comprehensive visual control of the

resection. This is of major interest in case of gliomas in

order to achieve a more complete resection (Steinmeier

et al., 1998). However, this strategy requires further

support by mathematical models to gain an improved
understanding of all related effects. Evolving results

contribute to simulate brain deformations, which might

finally allow a reduction of intraoperative imaging.

5.2. Registration approach

The same pre- and intraoperative MR datasets were

used for the evaluation of the adaptive nonlinear regis-
tration approach (see Table 1). Fig. 6 illustrates the

obtained results for a patient with a large left-sided

fronto-temporal low-grade astrocytoma. The intra-

operative images were acquired after partial tumor

removal. In comparison to the original pre- and intra-

operative data, a selected pair of slice images shows the
compensation for brain shift after nonlinear alignment.

In this example the deformation amounted up to 25 mm.

In Fig. 9 a further example is presented which shows

the results of the applied nonlinear alignment in com-

parison to a rigid registration. The overlay images

clearly demonstrate how the occurring deformation was

effectively compensated for with the applied nonlinear
strategy. Thereby, the extent of brain shift was analyzed

at the borders and especially at inner areas which are

crucial for surgery. Subtraction images are shown to

visualize the quality of the obtained alignment.

For the quantitative evaluation of the presented

registration approach anatomical points were defined in

the pre- and intraoperative data of each patient. Eight of

these points which could be securely identified were
chosen around the ventricular system in each dataset.

Further landmarks were selected on an individual basis

at the cortex depending on the maximal shift of brain

surface. Finally, points describing the deep tumor mar-

gin were defined in order to evaluate the quality of

alignment in the area of resection. Having applied the

resulting registration transformation, the distances be-

tween corresponding points in the intraoperative and the
respectively aligned preoperative volumes were calcu-

lated. The resulting values are summarized in Table 5

for rigid transformations and in Table 6 for the sug-

gested strategy with piecewise linear transformations

using level three for the refinement. The analysis and a

comparison of both tables clearly demonstrates the ac-

curacy of the presented nonlinear approach and the

improvement compared to the initial rigid registration.
Particularly, the shift in the area of resection was re-

duced to a minimum. Notably a distance of about 6–8

mm for the datasets 2 and 8 and an even higher distance

of up to 20 mm for the datasets 5 and 6 was compen-

sated with a remaining difference of about 1.5–2.0 mm.

This, however, is close to the voxel size in z-direction.



Table 1

An update of the neuronavigation system was performed in case of eight glioma patients

Age, gender Location WHO grade diagnosis Functional imaging MRE (mm)

8, m rt. parietal, II – 0.39

oligodendroglioma

68, m rt. precentral, IV MEG 0.79

glioblastoma

31, f lt. precentral, IV MEG, fMRI 1.5

glioblastoma

27, m lt. frontal, I – 0.8

astrocytoma

45, m lt. precentral MEG 2.3

astrocytoma

37, m rt. precentral MEG 2.0

astrocytoma

32, m lt. frontal, IV – 0.77

glioblastoma

26, m lt. frontal, IV MEG 2.1

oligoastrocytoma

The following is addressed: age [years], gender [f: female, m: male], tumor location [left (lt), right (rt)], histopathological diagnosis including the

WHO (world health organization) grade, the applied functional imaging modalities, and the mean registration error (MRE) of the intraoperative

update related to fiducial markers attached to the patient.
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Comparably good results were also achieved for the

points defined at the cortex and at the lateral ventricles.

Some exceptions are found in datasets 1, 4 and 5 with

remaining differences exceeding 2.5 mm. Additionally,

the overall gain achieved with nonlinear compensation is

expressed with statistical measures calculated over all

the distances of each patient. The general reduction of

the root mean squared errors (RMS) and the variances
further emphasize the value of our work.

An essential part of the presented approach is the

subdivision of the control point grid. For an overview,

Table 2 summarizes details about the different levels in

case of uniform refinement. Adaptive subdivision sig-

nificantly reduces the total number of free grid points,

thus speeding up the optimization procedure. For the

example in Fig. 9 about half of the maximal number of
vertices in level three was used. As a further advantage

of this strategy the registration efforts are focused on the

regions of major deformation. Thereby, better align-

ment quality is achieved for shifted parts of the brain

(e.g. at the cortex or in the resection area) whereas other

parts are treated with a coarser grid and consequently

less accuracy. In order to limit the effort of this refine-

ment procedure the brain volume is segmented initially.
For this purpose an automatic volume growing proce-

dure is used which is additionally restricted with user-

defined bounding boxes. Finally, segmentation errors

were corrected with manual labeling. In all cases the

required processing time for this step was in the range of

10–15 min and lead to sufficiently separated subvolumes

representing the brain surface. As a result, the applied

pre-segmentation circumvents the problematic transi-
tion from flexible brain tissue to surrounding regions of

the head that are not important for the investigation of

brain shift.
The stated threshold in Eq. (10) was chosen in order

to control the subdivision. In this context, the hierar-

chical octree structure of the control point grid is gen-

erated automatically evaluating the similarity of

corresponding patches. Using smaller thresholds than

the suggested range of values causes the adaptive par-

titioning to work with reduced sensitivity which deteri-

orates the quality of alignment and the timing of the
optimization procedure. In the presence of acquisition

noise, the quality of the presented approach is not di-

rectly influenced which is mainly related to the robust-

ness of the registration measure. However, if there is a

disproportionally high amount of noise some filtering

should be applied in the beginning. This ensures a

meaningful calculation of mutual information in indi-

vidual patches.
An adequate modeling of the nonlinear deformation

function requires a high level of adaptive subdivision

using piecewise linear patches due to the rigid structures

surrounding the deformed brain. As a drawback, the

suggested approach is so far limited by a certain level of

subdivision without increasing the resolution of the

images and the related computational costs. Therefore,

the brain volumes were segmented in the pre- and in-
traoperative MR datasets after rigid registration. Op-

tionally, the nonlinearly aligned brain volumes were

finally fused again with the remaining structures (see

Fig. 7). As a result of this strategy, the performance and

the robustness of the registration process was increased.

Throughout our study a Silicon Graphics Onyx2

(R10000, 195 MHz) with BaseReality graphics hardware

was used. As an initial experiment, 2D registration was
performed with images consisting of 256� 256 pixels in

order to compare software and hardware based ap-

proaches. Table 3 shows that hardware accelerated



Fig. 6. Registration of pre- (a) and intraoperative (b) MR data. Functional data for the localization of speech-relevant areas localized with mag-

netoencephalography are integrated in the preoperative data (white circle). The comparison of the undeformed data (c) (left side pre-, right side

intraoperative) and the registration result (d) demonstrates the compensation for brain shift (dotted lines in c serve for the easier orientation to see the

extent of brain shift at the cortical surface).

Table 2

Overview of the subdivision scheme showing the applied levels of re-

finement, the grid spacing for the x=y and z direction and the maximum

number of free grid points in case of uniform refinement

Refinement

level

Cell size x,y
(mm)

Cell size z
(mm)

Grid points

(number)

I 115.2 83.2 1

II 57.6 41.6 27

III 28.8 20.8 343
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texture mapping is about two orders of magnitude faster

than a software based technique. For these tests an

initial 4� 4 subdivision and a maximum refinement level
III was applied. The comparison between hardware and

software based registration was only performed for the

2D case. Due to the discouraging results of the 2D

software approach in terms of computation time, the

implementation of 3D software based registration has
not been followed up.

The performance measurements for 3D registration

are shown in Table 4. The results demonstrate the

superiority of adaptive subdivision compared to a

static uniform grid. Note that the adaptive ap-

proach has no negative influence on the accuracy. The

chosen refinement criterion (see Eq. (10)) assures that

only regions of insufficient registration are further



Fig. 7. Voxel-based registration of pre- (a2, b2) and intraoperative (a1, b1) MR data based on mutual information and graphics hardware for

acceleration: (left) rigid transformation – (right) piecewise linear transformation (dotted line serves for better orientation).

Table 3

Performance of 2D registration using the software and hardware based

strategy

Registration type Image size

(voxels)

Voxel size

(mm)

Time (s)

2D software 256� 256 0.9� 0.9 1.1� 103

2D hardware 256� 256 0.9� 0.9 22

Table 4

Performance of 3D registration for uniform and adaptive subdivision

using hardware accelerated piecewise linear transformation with re-

spect to the number of free vertices (#FV) and the resulting degrees of

freedom (#DOF) for optimization for a data set of size 2563

Registration type #FV #DOF Time (s)

Uniform level II 27 81 �60 min

Uniform level III 343 1029 �24 h

Adaptive level III 16–20 48–60 �20–30 min
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subdivided. Thus, the results achieved with this strat-

egy are not less accurate than the ones achieved by

the uniform grid using a global threshold. In the first

adaptive subdivision step the volume cube was de-

composed into eight sub-cubes. In the typical case the

subdivision criterion selects 4–6 of the resulting sub-

cubes for further refinement. In the third step usually

10–20% of the patches from level II are further sub-
divided up to level III.

Interpolation capabilities of graphics hardware were

extensively used, in order to improve the computation

time of the presented approach. For this purpose the

floating volume was loaded to graphics memory using

the OpenGL command glTexImage3D. If a polygon is

textured by assigning respective texture coordinates the

texture filtering techniques of the underlying hardware
are automatically accessed which supports trilinear in-

terpolation. For the applied SGI Onyx2 a maximum of

200� 106 trilinear interpolation operations per second is

obtained which ensures high rendering performance.
However, in order to evaluate the voxel-based similarity

measure, the frame buffer contents must be read out and

transferred into main memory using the comparably
slow OpenGL command glReadPixels(� � �). This is in

relation to the bus bandwidth between the host and the

graphics subsystem which is the most limiting factor and

does not allow a further improvement of the perfor-

mance. One possible solution to this problem would be

to also calculate the similarity measure directly within

the graphics hardware. Although there are promising

developments of forthcoming programmable graphics
subsystems, the currently available hardware is still not

flexible enough for complex computations such as mu-

tual information.

A major concern of the presented work was the at-

tempt to accelerate the huge number of interpolation

operations required for voxel-based registration using

graphics hardware. This approach was pursued to use

the procedure during neurosurgery. Since the applied
3D texture mapping hardware supports linear interpo-

lation only, certain limitations have to be faced in

comparison to higher order strategies. As a certain

drawback, the applied piecewise linear transformation

does not include any smoothness constraint as it is

naturally inherent in spline interpolation. However,

from our experience, the magnitude of the deformation

is small enough such that the lack of smoothness is
hardly noticeable.

To evaluate the refinement criterion, the 2D histo-

gram of a single patch must be computed. However, this

strategy is limited by the number of sample points used

for evaluating mutual information. On the other hand,

the available information is bounded and inaccurate due

to the discrete nature of the voxels. Using texture

mapping hardware this situation is influenced in a way
by zooming the respective polygons to a viewport of

appropriate size, when drawing into the frame buffer.

Thereby, the interpolation leads to a broader spectrum

of intensity values which are of equal quality compared

to the original values. This increased number of pixels



Fig. 8. Comparison of direct volume rendering (left) and grey scale encoded polygonal models (right) based on preoperative (top row) and intra-

operative MR (bottom row) data showing brain shift. Direct volume rendering shows detailed anatomical information having applied a clip plane

suppressing a half space from rendering. The polygonal models of the brain surface give a quick overview of the overall deformation. They were

extracted after rigid registration of the volume data using an automatic voxel-based approach based on mutual information.
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leads to a smoother and improved computation of mu-

tual information with little loss in performance.

5.3. Visualization

In order to evaluate the registration results (see

Fig. 10), the MR data was visually analyzed with a 2D

approach on a slice by slice basis. Alternatively, a 3D
approach (Hastreiter et al., 1998; Tomandl et al., 2001;

Rezk-Salama et al., 2000) based on direct volume ren-

dering was used leading to an improved visualization

since it considers the spatial nature of the image data.

For a more comprehensive analysis of brain shift,

polygonal surfaces of the the pre- and intraoperative

brain surface were additionally extracted according to an
approach suggested in (L€urig et al., 1998; Hastreiter

et al., 2000). As demonstrated in Fig. 8, the consecutive

visualization permits a global understanding of the oc-

curring cortex deformation. Optionally, information

about the surface distances was mapped onto the models

using color coding. Thereby, a quick overview about the

localization and extent of the brain shift was given which

is considered to be helpful for clinical application. As a
certain drawback of this strategy, the distance between

initial and deformed surfaces can underestimate the ac-

tual displacement if within-surface correspondences

(homologies) are not taken into account. In consequence,

registered surface regions of the cortex might not be

functionally or anatomically the same and a greater dis-

placement could occur than the distance metric implies.



Fig. 9. Comparison of the results after voxel-based nonlinear (upper row) and rigid (lower row) registration. Contours extracted from the preop-

erative data are overlayed onto the intraoperative images for axial (1a, 2a) and saggital (1c, 2c) slices. Additionally, subtraction images (column b, d)

demonstrate the absolute value of the grey value differences.

Fig. 10. Comparison of pre- and intraoperative MR datasets after rigid registration. Taking into account the spatial nature of the MR data the

standard 2D visualization is supported by a 3D approach using direct volume rendering.
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6. Conclusions

Due to the intraoperative deformation of the brain

referred to as brain shift, the reliability of neuronavi-
gation based on preoperative images deteriorates with

time following the craniotomy. The presented work

contributes to a better understanding of the sources and

effects of this phenomenon using pre- and intraoperative
MR data. In addition to updating the neuronavigation

system based on the provided images, mathematical

models are important for a more comprehensive analy-

sis. Using OpenGL functions supported in graphics
hardware and adaptive refinement of the control point

grid, a successful attempt has been made to improve the

speed of alignment, thus making it suitable for intra-

operative use. Although the obtained results are prom-



Table 5

Quality of rigid registration evaluated with distances [mm] of corresponding points Pi defined in the rigidly transformed preoperative and the re-

spective intraoperative MR datasets Di of nine patients (P1: roof of fourth ventricle – P2: junction between pons and mid-brain – P3�8: most frontal,

occipital and rostral points of both lateral ventricles – P9�10: locations of maximal cortex shift – P11;12: distances in the resection area)

Data D1 D2 D3 D4 D5 D6 D7 D8 D9

P1 0.97 0.97 1.15 0.98 0.97 0.97 0.0 0.64 0.0

P2 0.98 0.0 1.37 0.97 2.75 1.14 1.38 0.45 0.49

P3 0.97 2.18 3.09 1.69 1.38 0.12 0.0 0.45 0.0

P4 3.42 2.39 2.76 10.24 3.24 0.97 0.0 0.63 0.0

P5 2.39 3.20 2.39 0.19 1.94 1.38 1.21 0.0 0.69

P6 1.77 9.33 1.48 1.68 0.97 1.38 0.98 1.15 0.64

P7 1.38 0.0 0.75 0.98 0.89 0.0 1.38 0.73 0.49

P8 4.98 1.38 3.29 5.11 2.18 3.10 1.79 3.36 0.49

P9 6.40 11.85 4.80 9.00 5.26 1.46 0.0 5.62 1.96

P10 6.18 9.81 1.25 8.43 23.46 0.0 0.0 9.10 1.76

P11 3.45 8.48 2.10 2.97 17.12 21.36 0.98 6.35 0.98

P12 2.18 3.24 1.95 2.63 2.35 24.99 0.0 2.18 1.09

RMS 3.48 5.98 2.46 4.86 8.70 9.57 0.93 3.81 0.94

VAR 3.94 17.91 1.31 12.69 52.90 75.43 0.49 8.68 0.41

STD 1.98 4.23 1.15 3.56 6.73 8.32 0.70 2.73 0.64

The measurements for each patient were further analyzed with the root mean squared error (RMS), the variance (VAR) and the standard

deviation (STD).

Table 6

Quality of the registration with piecewise linear transformation (refinement level III) depicted with distances (mm) between corresponding points Pi
of the transformed preoperative and the respective intraoperative dataset (upper rows)

Data D1 D2 D3 D4 D5 D6 D7 D8 D9

P1 0.98 0.97 0.98 0.97 0.97 1.95 0.0 1.32 0.0

)0.01 0.00 0.17 0.01 0.00 )0.98 0.00 )0.68 0.00

P2 1.12 2.18 0.0 1.38 2.39 1.40 0.97 0.40 0.49

)0.14 )2.18 1.37 )0.41 0.36 )0.26 0.41 0.05 0.00

P3 0.97 2.18 1.21 0.97 1.38 0.13 0.00 0.00 0.00

0.00 0.00 1.99 0.72 0.00 )0.01 0.00 0.45 0.00

P4 2.65 1.74 1.08 5.78 2.39 0.98 0.00 0.00 0.00

0.77 0.65 1.68 4.46 0.85 )0.01 0.00 0.63 0.00

P5 0.98 1.62 1.38 0.19 1.00 1.38 1.21 0.00 1.00

1.41 1.58 1.01 0.00 0.94 0.00 0.00 0.00 )0.31
P6 0.00 0.00 1.48 1.68 0.97 0.00 0.97 0.12 0.64

1.77 9.33 0.00 0.00 0.00 1.38 0.01 1.03 0.00

P7 1.38 0.00 0.75 0.00 0.89 0.00 0.97 0.00 0.49

0.00 0.00 0.00 0.98 0.00 0.00 0.41 0.73 0.00

P8 1.38 2.03 2.46 0.00 1.79 0.98 0.30 0.00 0.00

3.60 )0.65 0.83 5.11 0.39 2.12 1.49 3.36 0.00

P9 1.38 1.50 2.18 1.54 1.46 1.46 0.00 1.00 1.40

5.02 10.35 2.62 7.46 3.80 0.00 0.00 4.62 0.56

P10 1.38 0.00 0.72 0.99 8.79 0.00 0.00 1.62 0.49

4.80 9.81 0.53 7.44 14.67 0.00 0.00 7.48 1.27

P11 0.69 2.04 0.00 1.54 1.38 1.96 0.00 1.35 0.48

2.76 6.44 2.10 1.43 15.74 19.40 0.98 5.00 0.50

P12 0.49 1.17 0.49 0.49 0.73 0.97 0.00 0.45 0.97

1.69 2.07 1.46 2.14 1.62 24.02 0.00 1.73 0.12

RMS 1.24 1.53 1.28 1.96 2.92 1.14 0.60 0.79 0.66

VAR 0.40 0.74 0.58 2.35 4.86 0.55 0.25 0.39 0.21

STD 0.64 0.86 1.08 1.53 2.21 0.74 0.50 0.63 0.46

For comparison the magnitudes of displacements are also given (lower rows). The 9 pairs of datasets and the selected points are identical to those

applied in Table 5. The measurements for each patient were further analyzed with the root mean squared error (RMS), the variance (VAR) and the

standard deviation (STD).
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ising, there is still work to be done considering the en-

countered performance limitations. For the future, it is

envisaged to evaluate the integration of other modali-

ties, such as functional data, and to extend the approach

to more complex transformations.
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