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1. Introduction

Three-dimensional video systems promise a more natural viewing experience than
existing two-dimensional systems such as television. Currently only specialized
3D solutions exist, for applications such as 3D modeling or computer games.
These solutions often require specialized software and hardware (shutter glasses,
3D projectors). Recently [13], efforts were made to improve all steps needed for
general 3D video systems: content creation, encoding, transmission, and display
technologies. The progress in this area is largely due to the use of depth image
based rendering (DIBR).

The human visual system normally gets two images from the eyes, represent-
ing two perspectives of a scene, with a small deviation. This stereo pair is needed
to create a perception of depth1. All 3D display systems thus work by presenting
stereo pairs to the viewer in one way or another.

Early schemes for 3D video systems worked with stereo pairs in all steps in-
volved, from content creation to displaying. Newer approaches use depth image
based rendering instead: the content consists of a conventional 2D video and a
depth map for each video frame. A 2D video frame represents a "middle" view
of a scene. The corresponding depth map holds information about the distance of
an object in the scene from the camera, for each pixel. The two views that form
the stereo pair can be computed from this middle view and its depth map after the
distance between the two virtual eyes was chosen. This generation of stereo pairs
needs to be done only in the displaying step.

Key advantages of this approach are:

• Different display systems can choose different virtual eye distances for op-
timal performance.

• The viewer can adapt the display system to his needs. Tests show that dif-
ferent viewers experience an optimal 3D effect for different distances of the
virtual eyes [6].

1Many other aspects are important as well, most notably the user’s experience and knowledge
about objects in the scene.
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1. Introduction 2

• Backward compatibility: existing 2D video systems can simply discard the
depth information and just display the 2D video stream.

The focus of this work is content creation: the goal is to compute a complete
set of depth maps for a video scene from only a few given depth maps. This allows
to

1. Ease the recording of 3D material. Instead of using expensive real-time
depth sensors that are able to deliver 25 – 30 depth maps per second, it is
possible to use cheaper sensors that generate less depth maps, and fill in the
missing maps automatically.

2. Enhance existing 2D video material with 3D effects by automatically com-
pleting depth information from a few manually created depth maps. Given
the vast amount of existing 2D material, this is an important application.

Chapter 2 gives a complete overview of the current state of 3D video systems
based on depth images, with an accent on the rendering of the stereo pairs. A tech-
nique to synthesize depth maps using only sparse depth information is presented
in chapter 3. Experimental results are shown in chapter 4. Chapter 5 concludes
this work. Details of the implementation are listed in chapter 6.



2. 3D video systems based on depth
images

2.1. Overview

Technology for all components of a complete 3D video system based on depth
images is available today [13]. The following components are required:

• 3D content generation. 3D content in this context is a conventional 2D video
with a depth map for each video frame.

• Encoding. The video and depth data needs to be encoded efficiently for
transmission.

• Transmission. The encoded data must be transmitted to the user, using ex-
isting digital video broadcasting techniques if possible.

• Rendering. This step is preferably integrated into the display device. A
stereo pair must be generated for each 2D video frame and its corresponding
depth map.

• Display. The display system presents the stereo pairs to the user.

2.1.1. Content creation

Content creation falls into one of two categories:

1. Recording 3D content with a 2D camera and a depth sensor.

Active range cameras are used to record 2D video and depth information
simultaneously. Such camera systems are still limited in their scope.

TheZcam[9] from 3DV Systems1 uses a low power infrared laser to send
light pulses into the scene. Depth information is extracted by measuring the
time-of-flightof the pulse.

1http://www.3dvsystems.com/

3
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2. 3D video systems based on depth images 4

According to its producer, the Zcam achieves a video frame rate of 25
frames per second and a resolution of 720×576 pixels. This matches the
european PAL TV standard. The per-pixel depth information has an accu-
racy of 0.5 cm. The manufacturer recommends to use the camera only for
indoor scenes with ranges between 1 and 10 meters.

The HDTV Axi-Vision Cameraprototype [11] replaces the pulsed laser of
the Zcam with a LED that emits constantly increasing and decreasing light.
This way, the camera is able to record video and per-pixel depth information
at high resolutions without the need for high power laser sources. The time-
of-flight of the LED light can be measured when intensity altering effects
(such as different reflectance of objects in the scene) were eliminated by
combining images taken at increasing and decreasing light.

The prototype has seen several improvements over the past years [10]. The
system is currently able to record frames with 1280× 720 pixels at a rate
of 29.97 frames per second, or 853×480 pixels at a rate of 59.94 fps. This
meets HDTV requirements. Per pixel depth information is recorded with
a resolution between 1.7 cm (at 2 meter distance) and 4.9 cm (at 10 meter
distance). The system is still limited to indoor use only [10].

2. Enhancing existing 2D video with depth information.

Many attempts were made to automatically gain depth information from 2D
images and videos:

• Shape from shading: The goal of this family of methods is to derive
a 3D scene description from one or more 2D images. See [22] for a
comparison of different methods.

• Structure from motion: Recovering 3D information from a group of
2D image frames. An overview is given in [12].

• Depth from focus: Calculating distances to points in a scene by mod-
eling the effect that the camera’s focal parameters have on the image.
An overview can be found in [5].

• Depth from edges: This technique is used in [17] to generate pseudo
depth maps as a surrogate for real depth data in certain situations.

• Depth from two or more views of a scene.

All these methods are limited to certain types of images that must fulfill
strong requirements. No method is known to extract reliable depth informa-
tion from arbitrary 2D images or video sequences.
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However, these methods can help with the manual creation of initial depth
maps for a 2D video scene. Starting with a few such depth maps, the rest
can then be computed with the methods presented in chapter 3.

2.1.2. Encoding

Many encoding methods for 2D video are available and can be used to encode the
2D video part of the 3D content. The depth maps are usually stored as graylevel
video frames with the same resolution as the 2D video. This allows to distinguish
256 depth values, from "far" (0, black) to "near" (255, white). In this form, the
depth maps can be handled just as usual graylevel video content. Since most
multimedia container formats allow multiple video (and audio) data sources to be
multiplexed into one file or stream, the combination of the 2D and depth data is
not a problem. A comparison of various video codecs and their applicability to
combined 2D and depth data can be found in [6].

2.1.3. Transmission

Technologies that are able to transmit digital video and audio data exist today, for
example DVB-T, digital satellite TV programs, or digital cable TV. These existing
channels can be used to distribute 3D video content.

2.1.4. Rendering

In the rendering step, the 2D video frames and their depth maps are converted into
stereo image pairs. This step is preferably integrated into the display device, to
allow the device and its user to choose the optimal parameters. The details of this
step are discussed in the next section.

2.1.5. Display

The display device must present stereo image pairs to the user. Each eye of the
user must receive the appropriate image, so that the user experiences the best
possible 3D effect. Multiple systems are in common use:

• Anaglyph glasses: Each stereo pair is combined into a single image, us-
ing special colors. The user wears colored glasses (red/blue, red/green or
red/cyan) that filter the combined image so that each eye sees only one im-
age of the original pair. This technique is inconvenient for the user, degrades
the image quality (especially with respect to color perception), and tires the
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eyes after a short while. Its advantage is that it can be used with any existing
2D display at very low costs.

• Shutter glasses: A common 2D monitor switches between the left and right
image of a stereo pair with a high frequency. The user wears special glasses
that are synchronized with this monitor frequency (often via a special syn-
chronization cable). The glasses darken the left eye every time the monitor
displays the image destined for the right eye, and vice versa. While this
technique is an improvement in comparison to anaglyph glasses, mainly be-
cause the image quality is not degraded, the user is still required to wear
glasses, and the flicker between the left and right view tires the eyes.

• Autostereoscopic monitors: These monitors are usually 2D monitors that
use a special filter to control the area in which each pixel is visible. That
way, one group of pixels is only visible in one set of areas, while the second
group of pixels is only visible in the complementing set of areas. The user
must position its head so that the left eye views the group of pixels that
display the left part of the stereo pair, and the right eye views the pixels
that display the right part of the stereo pair. Multiple methods to achieve
this visibility control exist, and there are multiple common ways to divide
the pixels of a screen into two halves. The importance of the head position
reduces the usability of 3D monitors, but the viewing experience is clearly
more comfortable than with special glasses. 3D monitors of this kind are
available today, for example from DTI2.

• Autostereoscopic monitors with head tracking: To overcome the limitations
imposed by the fixed head position, newer monitors integrate head tracking
techniques that are able to adapt the pixel visibility controls to the posi-
tion of the user’s head. One such monitor is available from the Fraunhofer
Institute for Telecommunications3. A prototype of a monitor suitable for
multiple viewers that can freely move inside a room-sized area is presented
in [2].

2.2. Depth image based rendering

Depth image based rendering is the key part of 3D video systems as examined in
this work. It means the creation of a stereo image pair from a 2D video frame
and a corresponding depth map. Note that the creation of stereo pairs works by
processing one frame at a time; earlier and later frames are not considered.

2http://www.dti3d.com/
3http://www.hhi.fraunhofer.de/german/im/products/Cebit/free2C/

http://www.dti3d.com/
http://www.hhi.fraunhofer.de/german/im/products/Cebit/free2C/
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p

b

Figure 2.1: Typical dual-camera setups: the shift-sensor approach (left) and the
toed-in approach (right).

DIBR is a special case of 3D image warping. The necessary computation
formulas can thus be derived from the general 3D warping equation (see for ex-
ample [7] section 3.1 and [14] section 11.2.5). In the following subsection, the
formulas will be deduced geometrically instead, because this will clarify some
important characteristics of the rendering step.

2.2.1. Stereoscopic view synthesis

A stereoscopic view consists of two identical cameras viewing the same scene.
The camera positions and the two optical axes lie in one plane, the view plane.
Two approaches exist in typical hardware dual-camera systems (see figure 2.1):

1. Theshift-sensorapproach. The cameras are arranged so that the optical axes
are parallel, and the direction of their base line aligns with the direction of
the scan lines. The horizontal distance of the cameras isb. This setup is
also known as the standard stereo geometry.

2. Thetoed-inapproach. The visible areas of the two cameras overlap, and the
optical axes intersect in the pointp.

The shift-sensor approach causes some problems for hardware dual-camera
setups (the adjustment of parallel optical axes is difficult), but it leads to a simpler
mathematical model. It is thus better suited for use in the synthesis of stereoscopic
views.

For DIBR, it is assumed that the 2D image is recorded by a cameraCc that is
placed between the two virtual camerasCl (left view) andCr (right view) as in
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CC cl C r

pb (1−p)b

b

Figure 2.2: Virtual camera setup for depth image based rendering.

figure 2.2. The positionp of Cc can vary betweenCl (p= 0) andCr (p= 1), but
is usually the exact middle (p= 0.5).

To examine how to compute the views of the two virtual cameras from the
given center view, it is sufficient to consider the geometry of two camerasC1 and
C2, as illustrated in figure 2.3: in a first step,C1 is identified withCl , andC2 with
Cc. This allows to examine the computation of the view ofCl . In a second step,
the same can be done forCr by identifyingC1 with Cc andC2 with Cr .

In figure 2.3, the focal length of the camerasC1 andC2 is f , and their distance
b′ equalspb in the first step and (1− p)b in the second step. The pointm has a
distanced to the focal plane, and is projected onto the pointsm1 andm2 on the
image planesI1 andI2. The shifts of the image pointsm1 andm2 to the center of
the image planes arex1 andx2. Note that these are purely horizontal shifts. A 2D
image can therefore be handled by processing the scan lines independently from
each other.

The theorem on intersecting lines gives the relation

d
f
=

u1

x1
=

u2

x2
(2.1)

Usingb′ = u1+u2, this equation can be written as

x1+ x2 =
b′ f
d

(2.2)

If the positionx2 and the depthd of a pixel in I2 are known, then the corre-
sponding positionx1 in I1 of this pixel can be computed with equation 2.2 when



2. 3D video systems based on depth images 9

C1 C2

I1 I2
m 2m 1

u1

x1

u2

x2

d

f f

b’

m

Figure 2.3: The standard stereo geometry with two cameras.

b′ and f are known. This is the key principle of DIBR.
In the first step, withC1 =Cl andC2 =Cc, equation 2.2 results to

xl = xc+ p
b f
d

(2.3)

Similarly,

xr = xc− (1− p)
b f
d

(2.4)

can be derived in the second step, withC1 =Cc andC2 =Cr .
These formulas allow to compute the left and right viewsI l and Ir from a

center viewIc with a given depth map: for each scan line ofIc, the necessary new
horizontal positionsxl andxr of each pixel can be computed from its positionxc

and depthd.
Note that the shiftsxl and xr are inversely proportional to the depth of the

current pixel. For points in infinite distance, both shifts are zero.4

4The depth at which the shift is zero is called thezero parallax setting(ZPS) by some authors,
and is set to 127 ("middle") instead of 0 ("far"), so that objects behind the ZPS plane are shifted in
the opposite direction (see for example [21]).
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Figure 2.4: Occlusion (left) and disocclusion (right) when computingIr from Ic.

2.2.2. Occlusions and disocclusions

Two problems can arise when computing the new viewIr from Ic:

1. Points thatCc can see but notCr are occluded inIr by other points.

2. Points thatCr can see but notCc are unknown. These points are called
disocclusions.

This is illustrated in figure 2.4. When computingI l from Ic, the situation reverses:
occlusions inIr correspond to disocclusions inI l , and vice versa.

Occlusions can be handled in the obvious way: the nearer point overwrites the
farther point. Disocclusions are more problematic: the holes that they cause in
the resulting image must be filled. Figure 2.5 shows an example of occlusion and
disocclusion effects at a depth discontinuity.

Disocclusion hole are usually filled line-by-line, to make full use of the line-
oriented nature of the DIBR algorithm.5 This restriction leaves only the colors of
the pixels to both side of a hole as candidates for the color to fill this hole with.
Several simple techniques can be used:

• Use the color of the pixel that belongs to the nearer object.

• Use the color of the pixel that belongs to the farther object.

• Use the average of both colors.

• Use a linear color gradient.

Figure 2.6 illustrates the effects of the different hole filling techniques. Note

5It would be easy to extend the algorithm so that holes can be processed as 2D objects instead.
This would allow more sophisticated filling methods such as image inpainting techniques [3]. But
since the image rendering step is supposed to be done by the 3D display (and realized in hardware
if possible), such techniques are considered too complicated to be applicable [6].
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1 1 1 0.2 0.2 0.2 1 1 1 0.2 0.2 0.2Depth

Color

Right viewLeft view

Figure 2.5: Occlusion (in the right view) and disocclusion (in the left view) at a
depth discontinuity.

that the width of the holes was chosen to highlight the effects of each technique;
disocclusion holes are usually smaller in real applications. The figure suggests
that using the color of the far object is the best choice, but this is only true if depth
discontinuities are perfectly aligned with object boundaries. This is usually not
the case even with depth data from range sensors, and techniques to reduce disoc-
clusion holes intentionally further reduce this alignment; see the next subsection.

Algorithm 2.1 describes the complete DIBR process.

2.2.3. Reducing disocclusions

Because of the restriction to very basic hole filling techniques, it is important to
avoid wide disocclusion holes as much as possible, to reduce their negative effects
on image quality. This gives a strong reason to choosep= 0.5 as the position of the
cameraCc: the disocclusion holes are then equally divided between left and right
view. This gives better results than having one view with no disocclusion holes
at all and one view with wide holes, and outweighs the advantage of the positions
p= 0 andp= 1, where only one virtual view has to be computed because the other
is identical toIc.

To further reduce the width of the holes, it is necessary to understand the cause
for wide holes: equation 2.2 shows that far objects produce a small shift in the left
and right view while near objects cause a big shift. A sudden change in the depth
map from a far object to a near object increases the shift in the left view abruptly,
thus causing a large hole. Similarly, a sudden change from a near object to a far
object causes a large hole in the right view.

This leads to the idea to avoid sudden changes in the depth map by smoothing
them. This can be done with a Gauss filter. Figure 2.7 shows the left views re-
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Figure 2.6: Different techniques to fill the disocclusion holes shown in the left-
most image: color of the near object (top left), color of the far object (top right),
average of both colors (bottom left), and linear gradient between both colors (bot-
tom right).
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Input: ImageF of sizeN×M
Depth mapD of sizeN×M

Output: Left viewL and right viewR

For y= 0, . . . ,N−1 {
For x= 0, . . . ,M−1 {

Ld[x] = −1; Rd[x] = −1
}
For xc = 0, . . . ,M−1

d = 1− ((D[xc,y] +1)/256)
xl = xc+ pb f

d

xr = xc− (1− p)b f
d

If Ld[xl ] < D[xl ,y] {
L[xl ,y] = F[xc,y]

}
If Ld[xr ] < D[xr ,y] {

R[xr ,y] = F[xc,y]
}

}
Fill the holes inL (whereLd = −1)
Fill the holes inR (whereRd = −1)

}

Algorithm 2.1: Depth image based rendering.
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sulting from depth image based rendering steps with different depth data. The
disocclusion holes appear white because they were not filled. The holes are
clearly much wider for the unsmoothed depth map. The finer holes caused by
the smoothed depth map can be expected to have a lesser negative effect on im-
age quality. At the same time, they are not aligned with the boundaries of the
foreground objects anymore, so that the 3D accuracy of the view decreases. The
impacts of these two effects were examined in several tests [16, 18]. The au-
thors concluded that smoothing the depth maps can improve the image quality of
resulting 3D video material while preserving the quality of perceived depth.

However, it was shown in [21] and, more detailed, in [20], that strong smooth-
ing can lead to geometric distortions: depending on the depth in neighboring re-
gions, vertically straight objects can become curved. See for example the table leg
in the top row of figure 2.8: it has the same depth along its vertical length. In the
smoothed depth map in the middle row, this is no longer the case, since the table
leg lies next to near objects at its upper and lower ends but not in the middle. This
causes the depth values in its middle to be larger than at its upper and lower ends.

Asymmetrical smoothing with emphasis on the vertical direction is proposed
in [20] to reduce this problem, but it does not solve it entirely: while the table leg
in the bottom row of figure 2.8 is clearly straighter than with symmetric smooth-
ing, there are still geometric distortions in horizontal direction, for example at the
lower end of the water dispenser in the background.

Note that figure 2.8 was created with parameters that result in very strong dis-
parities, to emphasize the effects of smoothing. This is the reason for the strong
rendering artifacts near to the heads and elsewhere in the image. In real applica-
tions, these artifacts are usually less visible.

In summary, it is advisable to choose the smoothing parameters so that disoc-
clusion holes are reduced and the geometry of the scene is not damaged.
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Figure 2.7: Reducing the size of disocclusion holes by smoothing the depth map.
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Figure 2.8: Geometric distortion caused by smoothing the depth map. Top row:
original depth data. Middle row: symmetrically smoothed depth data. Bottom
row: asymmetrically smoothed depth data.



3. Synthesizing depth maps

As outlined before, there are situations in which depth information is only avail-
able for a small number of video frames. For the purpose of this chapter, it is
assumed that a 2D video scene is given byn≥ 3 framesF0, . . . ,Fn−1, along with
depth informationD0 andDn−1 for the first and last frame.

The goal is to expand the depth information fromD0 andDn−1 so that a com-
plete set of depth mapsD0, . . . ,Dn−1 is available for a subsequent depth image
based rendering step.

3.1. Depth tracking

The basic idea is to track each point in the scene as it moves to different pixel
positions from frame to frame. For a pointP at positionpi ∈ Fi ,0< i < n−1, the
corresponding positionsp0 ∈ F0 and pn−1 ∈ Fn−1 are then known, and therefore
also the associated depthsd0 anddn−1. The depthdi required for the unknown
depth mapDi can then be computed by a linear interpolation ofd0 anddn−1.

To be able to compute the positionpi+1 in Fi+1 of a point P with a given
positionpi in Fi , it is necessary to know theforward motionvector fi(pi):

pi+1 = pi + fi(pi) (3.1)

Similarly, the positionpi−1 in Fi−1 of the point can be computed when theback-
ward motionvectorbi(pi) is known:

pi−1 = pi +bi(pi) (3.2)

To handle all points of the scene, the forward and backward motion vector fields
f0, . . . , fn−2 and b0, . . . ,bn−2 that contain motion vectors for each pixel position
must be computed. It is not enough to know the motion vectors of only one
direction, because the per-pixel motion between two frames is not bijective. The
complete procedure is illustrated in figure 3.1.

If a point P with a given positionpi in Fi cannot be tracked to bothF0 and
Fn−1, a linear interpolation of the depthdi is not possible because of lack of in-
formation. If it can be tracked to one of both end frames, then the depthdi is set

17
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to the depth at this end frame, thus assuming that it remains constant. If it can
neither be tracked toF0 nor toFn−1, then the depthdi is arbitrarily set to "far".

To avoid too frequent occurrences of such situations, it is necessary that the
observed scene does not change too much, so that roughly the same objects are
visible in F0 and Fn−1, albeit at different positions. If this requirement is not
fulfilled, the scene may have to be divided into sub-scenes.

The complete depth tracking method is described in algorithm 3.1.
If all forward and backward motion fieldsfi ,bi ,0≤ i ≤ n−2 contain only zeros,

then the depth tracking method is reduced to a simple linear interpolation between
the depth mapsD0 andDn−1. When the depth maps are stored as graylevel frames,
this is equivalent to crossfading.

The key part of depth tracking is the per-pixel motion estimation: the more
precise it is, the better the depth approximation. Two general approaches to com-
pute motion vector fields are known: optical flow and block matching.

3.2. Optical flow

The per-pixel motion vector fields are in fact dense optical flow fields. Optical
flow methods assume that changes in the lightness of pixels correspond to mo-
tion of objects in the scene. All methods presented in this section are based on
the image brightness constancy equation(IBCE), which states that the brightness
f (x,y, t) of a point at position (x,y) at the timet remains the same when the point
moves by the (small) vector (dx,dy) in the (short) timedt:

f (x,y, t) = f (x+dx,y+dy, t+dt) (3.3)

A first order Taylor series expansion gives

f (x+dx,y+dy, t+dt) = f (x,y, t)+
∂ f
∂x

dx+
∂ f
∂y

dy+
∂ f
∂t

dt+O(∂2)

≡ f (x,y, t)
(3.4)

and therefore
∂ f
∂x

dx
dt
+
∂ f
∂y

dy
dt
= −
∂ f
∂t

(3.5)

or
fx ·u+ fy ·v= − ft (3.6)

where fx, fy, ft are discretizations of the partial derivatives, and (u,v) is the motion
vector.

Equation 3.6 is not sufficient to compute the optical flow. Different optical
flow methods use different additional constraints.
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Input: n video framesF0, . . . ,Fn−1 of sizeN×M
2 depth mapsD0,Dn−1 of sizeN×M
n−2 forward motion vector fieldsf0, . . . , fn−2 of sizeN×M
n−2 backward motion vector fieldsb0, . . . ,bn−2 of sizeN×M

Output: n−2 depth mapsD1, . . . ,Dn−2

For i = 1, . . . ,n−2 {
For y= 0, . . . ,N−1 {

For x= 0, . . . ,M−1 {
p0 = (x,y)
For j = n− i −1, . . . ,n−2 {

p0 = p0+b j(p0)
Check if p0 is valid

}
pn−1 = (x,y)
For j = i, . . . ,n−2 {

pn−1 = pn−1+ f j(pn−1)
Check if pn−1 is valid

}
If both p0 andpn−1 are valid {

Di(x,y) = linear interpolation ofD0(p0) andDn−1(pn−1)
} else if p0 is valid {

Di(x,y) = D0(p0)
} else if pn−1 is valid {

Di(x,y) = Dn−1(pn−1)
} else {

Di(x,y) = 0
}

}
}

}

Algorithm 3.1: Depth Tracking.
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All optical flow methods based on the IBCE have to compute discretizations of
the image derivatives in spatial and temporal dimensions. Therefore, the input im-
ages are usually smoothed with a gaussian filter to reduce the sensitivity to noise
and improve the results. Recently, it became common to apply three-dimensional,
spatiotemporal Gauss smoothing to video streams instead of simpler per-frame
2D Gauss smoothing. This way, the temporal dimension is not disadvantaged in
comparison to the spatial dimensions, and the computation results improve ac-
cordingly [4]. In the 3D case, it is even more important than in the 2D case to
utilize the separability of the Gauss filter to reduce computation costs.

3.2.1. Horn/Schunck

The Horn/Schunck algorithm [8] is a well known global optical flow approach
that minimizes a global energyEHS:

EHS=

N−1∑
y=0

M−1∑
x=0

( fx(x,y)+ fy(x,y)+ ft(x,y))2+λ ·

N−1∑
y=0

M−1∑
x=0

s(x,y) (3.7)

The first term stems from the IBCE. The second term is a smoothness constraint
derived from a discretization of the term (|∇u(x,y)|2+ |∇v(x,y)|2):

s(x,y) =
1
4
· [(u(x+1,y)−u(x,y))2+ (u(x,y+1)−u(x,y))2

+(v(x+1,y)−v(x,y))2+ (v(x,y+1)−v(x,y))2]
(3.8)

Larger values ofλ lead to smoother flow fields.
This minimization problem depends on all motion vectors (u,v). It can be

solved with an iterative method [8]. The numbersof iteration steps is a parameter.
The Horn/Schunck method is known to be susceptible to noise [1, 4]. See

figure 3.2 for an example result. An advantage of this method is thefilling-in
effect [4]: in areas in which the local derivatives are near to zero, the second
energy term fills in some neighborhood information, so that a dense flow field is
computed.

3.2.2. Lucas/Kanade

The Lucas/Kanade algorithm [15] is a well known local approach. The additional
constraint of this method is that the optical flow is constant in a small neighbor-
hood of size (2k+1)× (2k+1) around (x,y):

∀r,c:−k≤r,c≤k

(
u
v

)
(x,y) =

(
u
v

)
(x+c,y+ r) (3.9)
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Figure 3.2: Example results of motion estimation techniques. Top row: the orig-
inal frames. Middle row: Horn/Schunck, Lucas/Kanade, and the combined lo-
cal/global method. Bottom row: SAD and ASW block matching.
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From the IBCE equation 3.6 and this additional constraint, the following set
of equations can be derived for the optical flow in each point (x,y):

∀r,c:−k≤r,c≤k fx(x+c,y+ r) ·u(x,y)+ fy(x+c,y+ r) ·v(x,y) = − ft(x+c,y+ r)
(3.10)

This system of equations can then be solved using the least squares method:(
u
v

)
(x,y) = A−1(x,y) · −c(x,y) (3.11)

with

A(x,y)B

( ∑
r,c f 2

x (x+c,y+ r)
∑

r,c fx(x+c,y+ r) fy(x+c,y+ r)∑
r,c fx(x+c,y+ r) fy(x+c,y+ r)

∑
r,c f 2

y (x+c,y+ r)

)
(3.12)

and

c(x,y)B

(∑
r,c fx(x+c,y+ r) ft(x+c,y+ r)∑
r,c fy(x+c,y+ r) ft(x+c,y+ r)

)
(3.13)

The Lucas/Kanade method has the advantage to be quite robust to noise, and
to generate smooth flow fields [1]. See figure 3.2 for an example result. A disad-
vantage is the lack of the filling-in effect of the Horn/Schunck method.

3.2.3. Combined local/global method

This approach tries to unify the Horn/Schunck and Lucas/Kanade methods to
combine their strengths [4]. To that end, a new energy function is defined that
contains both global and local terms.

First, the least square solver 3.11 for the Lucas/Kanade system of equations is
reformulated as an energy function that must be minimized:

ELK =

N−1∑
y=0

M−1∑
x=0

A(x,y) ·

(
u
v

)
(x,y)+c(x,y) (3.14)

Then a new energy functionECLG is defined usingELK (which includes the
IBCE) and the smoothness constraint ofEHS:

ECLG =

N−1∑
y=0

M−1∑
x=0

[[
A(x,y) ·

(
u
v

)
(x,y)+c(x,y)

]
+λ · s(x,y)

]
(3.15)

An iterative method to solve the resulting minimization problem is given in [4].
Figure 3.2 shows that the results indeed combine qualities of Horn/Schunck

and Lucas/Kanade: the sensitivity to noise is not very strong, and the results are
relatively smooth.



3. Synthesizing depth maps 24

3.3. Block matching

Block matching techniques are commonly used in feature tracking applications
and in stereo correspondence search: to find a match for the pixel at positionp in
frameF0 at some positionq in frameF1, a block of size (2k+1)× (2k+1) around
p is examined, and the best match for this neighborhood is searched inF1.

If q̂ is the position of the match candidate currently under consideration, then
its matching costs are defined as

C(p, q̂) =
k∑

r=−k

k∑
c=−k

c(p+ (r,c), q̂+ (r,c)) (3.16)

The candidate position ˆq with the lowest matching costs wins. The cost function
c differs between various block matching variants.

In feature tracking, usually only one feature point is tracked [14] across several
video frames, and in stereo correspondence search, the area to search a match
in can be limited to one line, the epipolar line [14]. In the more general case
of per-pixel motion estimation, a maximum distanced that p andq are allowed
to have must be introduced, and the whole area defined byd must be searched
for every pixel positionp. Therefore, if the size of the video frames isN×M,
the computation costs for one motion vector field areO(NMk2d2) if no special
precautions are taken to reduce them.

The computation costs are not the only problem that stems from the wide
search area: the uncertainty grows, too, since more candidates have to be consid-
ered. This may increase the error rate.

Block matching approaches search an ideal match for every single pixel. De-
pending on the block matching variant, its parameters, and the image material,
this can lead to motion vector fields with a very high precision, but it can also lead
to inconsistent (non-smooth) fields.

3.3.1. Sum of absolute differences

This approach, known from both stereo analysis and feature tracking, uses the
absolute difference of pixel values as the cost functionc in equation 3.16:

cSAD(p,q) = |F0(p)−F1(q)| (3.17)

This pixel value difference does not need to be restricted to brightness values.
The YUV color space is widely used in video processing applications. The

Y component represents the brightness of a point, and the U and V components
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define its hue and saturation1. Thus, the following term can be used:

cSAD(p,q) = L · |Y(F0(p))−Y(F1(q))|

+ (1−L) ·
1
2
· (|U(F0(p))−U(F1(q))|+ |V(F0(p))−V(F1(q))|)

(3.18)

Each of the components Y, U, V is expected to be in [0,1] in this equation.L is
the luminance weight: it determines how much influence luminance differences
should have in comparison to color differences.

To introduce the necessary cost reduction and simultaneously reduce the un-
certainty of the method, the SAD block matching variant for depth tracking uses
the following matching cost function, which is an extension of equation 3.16:

CSAD(p, q̂) = D ·
distance(p, q̂)

k

+ (1−D) ·
k∑

r=−k

k∑
c=−k

cSAD(p+ (r,c), q̂+ (r,c))
(3.19)

The additional term is a distance penalty: larger motion vectors cause higher
matching costs. The parameterD determines the balance between the distance
penalty and the sum of absolute pixel value differences. It should be small (≤ 0.1),
because large distance penalties corrupt the results.

The introduction of a distance penalty for the candidate position ˆq allows to
shortcut the computation ofCSAD: if motion vectors ˆq− p are tested in the or-
der of ascending length (see figure 3.3), then the full costsCSAD do not have to
be computed if the distance penalty alone is already greater than the total costs
of previously tested vectors. This is frequently the case in background areas of
scenes: since no object moves, a very good match withCSAD near zero is already
found at a motion vector near (0,0). Motion vectors tested at a later time then
exceed these very low costs already because of their length, so the sum of dif-
ferences does not need to be computed. The distance penalty also reduces the
uncertainty, for example in areas with periodic textures, where good matches are
found at multiple positions.

The SAD block matching method gives good results in practice. Again, an
example result is shown in figure 3.2.

3.3.2. Adaptive Support-Weights

Not all pixels inside a block are equally well suited to determine the best match:
some may belong to foreground objects and some to the background. At such

1Though not in the direct way as for example the HSL color space does.
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Figure 3.3: Order in which motion vectors are tested in the SAD block matching
variant for depth tracking. This example shows the order of the 25 vectors that
result from a maximum allowed distanced = 2.

depth discontinuities, the matching block should be selected for each pixel adap-
tively, to respect the higher importance of foreground pixels. This can be done
in one of two ways: choosing one of several block templates of different size and
shape, or assigning weights to each position in a fixed (large) block.

The adaptive support-weight method [19] uses the more general second ap-
proach. It is inspired by observations on the human visual system: the importance
of a pixel in a block is computed based on its color difference and distance to the
pixel at positionp for which a match is currently searched.

To resemble the perception of the human visual system, the color difference
is computed in the CIELab color space, and the euclidean distancedeuc is used.
Then, the weight of a pixel pair inside the same block is defined as

w(p,q) = exp
(
−(

dCIELab(F0(p),F1(q))
γc

+
deuc(p,q)
γd

)
)

(3.20)

The parametersγc andγd determine the balance between color difference and
distance.

The weights are then used to compute the matching costsCASW:

CASW(p, q̂) =
( k∑
r=−k

k∑
c=−k

w(p, p+ (r,c)) ·w(q̂, q̂+ (r,c))
)−1

·

k∑
r=−k

k∑
c=−k

w(p, p+ (r,c)) ·w(q̂, q̂+ (r,c)) ·craw(p+ (r,c), q̂+ (r,c))

(3.21)
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The raw matching costscraw are the same sum of YUV pixel value differences
that the SAD method uses.

The ASW block matching method is very successful in finding correspon-
dences in stereo image pairs2. For per-pixel motion estimation, the increased
uncertainty and computation costs have to be dealt with. An additional distance
penalty, like the one used for the SAD method, cannot be introduced here: it
would interfere with the concept of perceptual similarity of pixels. Instead, a
pyramid method is used: initial estimations of motion are computed in a low res-
olution. These estimations are then used to initialize the motion estimation of the
next step that works with a higher resolution, thereby reducing the search radius.
A drawback is that errors from the first, low-resolution step might propagate.

The pyramid reduces both computation costs and uncertainty, but the effects
of the latter cannot be eliminated completely: when applied to stereo image pairs,
the pyramid based version does not match the original version that searches cor-
respondences on a single line only.

An example result is shown in figure 3.2.

3.4. Consistency check

A postprocessing step similar to the one presented here is often used in stereo cor-
respondence search [14], but it is also applicable to motion vector fields for depth
tracking, regardless of the motion estimation method they were created with.

To catch unreliable motion vectors, the motion estimation is done in both di-
rections: fromF0 to F1, leading to the vector fieldf , and fromF1 to F0, leading
to the vector fieldb. The reliability of a motion vectorv in f will be high if the
corresponding motion vector inb points back to the position ofv or near to it. See
figure 3.4. A thresholdt determines the maximum allowed difference for vectors
to be considered reliable. If the difference is greater, the vectorv in f is marked
as unreliable. In a second step, all unreliable vectors inf are replaced by interpo-
lating neighboring reliable vectors. This is done in a way that ensures that vectors
with a high number of reliable neighbors are replaced first, to avoid propagating
errors as much as possible. The result is an improved vector fieldf ∗. See the
example in figure 3.5.

By swapping the roles off andb, the same can be done withb, leading to
the improved fieldb∗. Since the motion estimation for depth tracking has to be
done in both directions anyway, the consistency check imposes little additional
computation costs.

2See for example the ranking onhttp://bj.middlebury.edu/~schar/stereo/newEval/
php/results.php

http://bj.middlebury.edu/~schar/stereo/newEval/php/results.php
http://bj.middlebury.edu/~schar/stereo/newEval/php/results.php
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f b

Figure 3.4: Consistency check for per-pixel motion estimation methods.

Figure 3.5: Consistency check applied to motion estimation vector fields from the
combined local/global method. Bottom left: no consistency check. Bottom right:
consistency check with tolerancet = 1.
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4.1. Test material

Three example video scenes were used:

1. Interview: This scene shows a man and a woman sitting at a table and hav-
ing a chat. It is roughly ten seconds long (251 frames) and has a resolution
of 720×576 pixels, which corresponds to the european PAL TV standard.

2. Orbi: In this scene, a camera moves around a table with various sorts of
toys. Its length is five seconds (126 frames), and its resolution is 650×540.

3. Nasa: This scene shows an astronaut working on a space shuttle, with the
earth in the background. It is eighteen seconds long (451 frames). The
resolution is 528×360.

The scenesInterviewandOrbi have known depth maps for each video frame,
recorded with a real-time depth sensor. See figure 4.1. They were kindly provided
by Fraunhofer Institute for Telecommunications, Berlin. The real depth data can
be used as Ground Truth when evaluating computed depth data.

The sceneNasais a part of a NASA mission video1; see figure 4.2. It is a con-
ventional 2D video without depth data. Three depth maps were created manually:
one for the first frame, one for the middle frame, and one for the last frame. This
was done by assigning one of three depth steps to the objects in the scene: "very
near", "near", and "middle". In the first depth map, a gradient between "very near"
and "near" was used for one part of the shuttle that points away from the viewer.
See the first depth map in figure 4.2. Since this part of the shuttle moves out of the
visible area, no gradient was necessary for the second and third depth map. Each
depth map additionally contains a sphere in the "far" range representing the earth.
Since these "far" distances are represented by dark shades of gray, the sphere may
not be visible in figure 4.2.

1http://spaceflight.nasa.gov/gallery/video/shuttle/sts-114/qtime/114_
fdh05_clip3.mov

29

http://spaceflight.nasa.gov/gallery/video/shuttle/sts-114/qtime/114_fdh05_clip3.mov
http://spaceflight.nasa.gov/gallery/video/shuttle/sts-114/qtime/114_fdh05_clip3.mov
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Figure 4.1: Video scenesInterviewandOrbi with real depth data.

Figure 4.2: Video sceneNasawith artificial depth data for the first, middle, and
last video frame.
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4.2. Depth tracking

The three optical flow methods and the two block matching methods presented in
chapter 3 were tested with various parameter sets to find the best per-pixel motion
estimation method for depth tracking.

To this end, the framesF0, . . . ,F250 (ten seconds) of theInterviewscene were
extracted, along with real depth dataD0,D25, . . . ,D250 for every 25th frame. The
missing depth maps were computed using depth tracking with the motion estima-
tion method under examination.

Figure 4.3 shows the depth mapD12 for Interviewproduced with the five mo-
tion estimation methods. The effects of the individual advantages and disadvan-
tages of each method are visible:

• The Horn/Schunck method tends to create speckled depth maps. This is a
result of its sensitivity to noise.

• The Lucas/Kanade depth map is much smoother, but the motion of objects
does not seem to be followed correctly. For example, around the head of
the man, the effects of linear interpolation outweigh the effects of motion
estimation; the result looks similar to simple crossfading.

• The depth map of the combined local/global method combines the smooth-
ness of the Lucas/Kanade depth map with the higher motion estimation
quality of the Horn/Schunck depth map.

• The SAD block matching method seems to deliver the best motion estima-
tion, resulting in the most accurate depth map. Around the head of the man,
for example, only small effects of linear interpolation are visible; for the
most part, its motion was followed correctly.

• The ASW block matching depth map shows a better motion estimation than
the depth maps from optical flow methods, but it also shows regions with
high errors and/or speckles.

The differences between Ground Truth and the computed depth maps can be
used as an error measurement:

EDT B

∑n−1
i=0

∑N−1
y=0

∑M−1
x=0 |Di(x,y)−DGT(x,y)|

nNM
(4.1)

This average depth error value is in [0,255] (the smaller, the better). Figure 4.4
shows the results for the complete series of depth maps from which the examples
in figure 4.3 where taken. The depth maps with the lowest errors according to this
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Figure 4.3:Interviewdepth mapsD12 from depth tracking with different motion
estimation methods. Top row: Ground Truth and Horn/Schunck. Middle row:
Lucas/Kanade and combined local/global. Bottom row: SAD and ASW block
matching.
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Figure 4.4: Error values for allInterview depth maps created with the motion
estimation methods Horn/Schunck, Lucas/Kanade, Combined Local/Global, SAD
block matching, and ASW block matching.

measurement are the ones from the SAD block matching method. This confirms
the first impressions from figure 4.3.

The sceneInterviewposes some problems for motion estimation algorithms in
general:

• Fuzzy object boundaries:
The scene suffers from inappropriate illumination, which leads to fuzzy ob-
ject boundaries; see for example the surrounding of the head in figure 4.5.

• Blurred motion:
Moving objects are blurred in the video. This is the same effect that results
from too long exposure times in photography. See figure 4.6.

• Fast motion:
Some objects, like the shaking hands, move so fast that the shift in position
between two consecutive frames is too high for current motion estimation
algorithms. See figure 4.7.

No known optical flow or block matching method handles these types of problems
well. This leads to the weaknesses observed in the depth maps in figure 4.3.

TheOrbi video was apparently recorded under conditions similar to those that
the Interview scene was subject to. Therefore, the motion estimation methods
have similar problems, and the computed depth maps show the same weaknesses.

TheNasascene suffers from artifacts introduced by heavy video compression,
but it is nevertheless considerably better suited for motion estimation. This is
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Figure 4.5: Fuzzy object boundaries in theInterviewscene.

Figure 4.6: Blurred motion in theInterviewscene.
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Figure 4.7: Fast motion in theInterviewscene: the hands move by roughly 40
pixels between these two consecutive frames.

mostly because the motion of objects is slow enough to only cause shifts of a few
pixels between consecutive frames. Since only three hand-drawn depth maps are
available, the distance of two known depth maps is 225 frames (nine seconds).
Figure 4.8 shows the depth mapsD112 that result from the different motion esti-
mation methods when the depth mapsD1, . . . ,D224 are computed. Note that the
visible area in theNasascene changes because of camera panning. This leads to
points that cannot be tracked to bothF0 andF225 because they are only visible
in one of them. In addition to motion estimation errors, these points suffer from
incomplete depth information. The results are as follows:

• The Horn/Schunck and Lucas/Kanade methods clearly fail to follow the
object motion across all 226 frames.

• The combined local/global method performs much better, but the effects of
linear interpolation are visible: obviously, the motion estimation was not
correct for parts of the scene.

• The block matching methods manage to follow object boundaries quite pre-
cisely across the relatively long distance of 226 frames. The ASW variant
suffers from some noise, but the SAD variant gives good results.

Since no real depth data is available, computed depth maps cannot be compared
to Ground Truth, and no error measurement is available.

4.3. Quality rating

Five 3D video variants of each of the scenesInterview, Orbi, and Nasawere
computed from different depth data, and prepared for display on the 2018XLQ
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Figure 4.8: Nasadepth mapsD112 from depth tracking with different motion
estimation methods. Top row: Crossfading and Horn/Schunck. Middle row:
Lucas/Kanade and combined local/global. Bottom row: SAD and ASW block
matching.
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Figure 4.9: Rating scale.

19" 3D monitor from DTI2. For each scene, the order of the five variants was
randomized.

A group of 10 test viewers was asked to rate both the image quality and the
quality of the 3D effect of each variant, on a scale from 0 ("very bad" or "nonex-
istent") to 10 ("excellent"), as shown in figure 4.9. A note handed out to each test
viewer clarified that image quality means the absence of noise and distortion in
the image, and 3D effect quality means the impression of real depth. The view-
ers did not have any experience with 3D videos, and they did not know anything
about the nature of the videos and their variants.

The following five variants were tested:

1. 2D: The original 2D video. Presenting this variant allows to measure the
impact that depth image based rendering has on image quality.

2. Ground Truth: A 3D video based on real depth maps. This variant is ex-
pected to show the best results in terms of 3D effect quality. For theNasa
scene, a surrogate for this variant was used due to the lack of real depth
data.

3. Depth Tracking:A 3D video based on depth data that was computed us-
ing the depth tracking method. ForInterviewandOrbi, every 25th depth
map from Ground Truth was used as initial depth data. ForNasa, the three
artificial depth maps were used.

4. Crossfade:A 3D video computed from the same initial depth data used
for the Depth Trackingvariant. The missing depth maps were created by

2http://www.dti3d.com/

http://www.dti3d.com/
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crossfading the available depth maps, which is equivalent to depth tracking
when all motion vectors are (0,0).

5. Depth from edges:A 3D video computed from depth data acquired with
the "depth from edges" method. This method [17] creates pseudo-depth
maps from the edge information in the scene: each 2D frame is processed
with the Canny edge detector (Gauss smoothing, Sobel edge detection, non-
maximum suppression, Hysterese binarization). The resulting binary edge
maps are then interpreted as depth maps and smoothed with a Gauss fil-
ter. The smoothing is stronger in vertical than in horizontal direction. This
asymmetry is expected to improve the quality of the resulting 3D video [17].

In [17], this method was applied to single images only. When applying it
to videos, an additional problem arises: small changes between consecutive
frames may cause the binary edge lines to move by one or two pixels. This
results in flicker in the depth maps, and therefore also in the 3D video. To
reduce this effect, the asymmetric spatial Gauss smoothing was replaced
by an asymmetric spatiotemporal Gauss smoothing. The strength of the
smoothing in temporal direction was chosen so that it reduces the flicker
but does not blur moving objects too much.

For the Interview and Orbi scenes, the motion estimation method used for
depth tracking was the SAD block matching method, with parametersL = 0.5,
D = 0.1, andk= 2. d was 50 forInterviewand 12 forOrbi. An additional consis-
tency check with tolerancet = 2 was applied.

For theNasascene, depth tracking was done with the SAD block matching
method with parametersD = 0.01, L = 0.5, k = 8, andd = 5. Since no real depth
data was available, theGround Truthvariant could not be tested. To compensate,
theDepth from edgesvariant was presented two times, so that theNasascene was
no exception to the test viewers.

The 3D videos were then produced using the following steps:

• Smoothing of the depth maps with a Gauss kernel of size 7×7.

• Depth image based rendering with parametersp = 0, f = 1. b was chosen
for each scene separately:b= 20 for Interview, b= 30 forOrbi, andb= 15
for Nasa. These different values forb were simply chosen so that the result
"looked good"; no automatic way to determine the best value forb is known.
Disocclusion holes were filled with the "average color" technique.

The rating results are shown in figure 4.10.
Comparing the rating of the2D variant with the results of other variants shows

that the image quality always suffers a little from depth image based rendering.
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Figure 4.10: Rating of image quality and 3D effect for the variants2D, Ground
Truth, Depth tracking, Crossfading, Depth from edgesof the video scenesInter-
view, Orbi, andNasa.

This effect may be reducible by choosing better parameters for the rendering step,
but this was not subject of the test.

Most viewers noticed the absence of any 3D effect in the2D variant, but others
still rated it with up to 5 points ("fair"). Also, it is interesting to note that the two
identicalDepth from edgesvariants ofNasawere rated with differences of 1 – 2
points by almost all viewers. This, and the low number of test viewers, suggests
that the end results should be interpreted with care: they are subject to strong
fluctuations.

The low image quality rating for theDepth from edgesvariant is probably
caused by the effect of flickering binary edges as explained above. If a way could
be found to reduce this flicker more efficiently, then theDepth from edgesresults
would probably be nearer to that of the other 3D variants, and would overall be
rated in the "fair" range, although the underlying depth data is the most unnatural
of all. This is consistent with the single-image results from [17].

For InterviewandOrbi, the results of bothDepth TrackingandCrossfadingare
roughly the same as those ofGround Truth– a better result cannot be expected.
Although theDepth trackingvariant uses depth maps that are closer to the original
depth data than those of theCrossfadingvariant, this does not seem to lead to a
difference in perception results.

For Nasa, the results ofDepth Trackingare the best. TheCrossfadingdepth
data ofNasacontains greater relative errors than that ofInterviewandNasa, be-
cause the distance between two available depth maps is greater (225 frames in-



4. Experimental results 40

F0 FnFn/2

DnDn/2D0

. . . . . .

. . . . . .

Figure 4.11: Expected errors of the crossfading method when estimating the depth
mapDn/2 whenn is big and the object movement is non-linear.

stead of 25). In addition, the object movements inInterviewandOrbi are either

• small (the heads inInterview), so that the crossfading errors are small in
general,

• fast (the shaking hands inInterview), so that viewers do not notice errors,
or

• linear (the dominant movement inOrbi), so that crossfading does not make
too much errors.

With growing distance between known depth maps, and with non-linear mov-
ing objects in the scene, the difference between depth tracking and crossfading
grows, because crossfading inescapably produces errors in such situations. A hint
of this can be seen in theNasaresults. See figure 4.11 for a sketchy example of a
video scene for which crossfading would fail to produce acceptable depth maps.



5. Conclusion

Depth Tracking is a method suitable to expand depth information from sparse
depth maps for a whole video scene. The quality of the results mainly depends on
the per-pixel motion estimation method. This determines the applicability of the
method:

• If non real-time range sensors can be expected to deliver at least one depth
map per second, then the remaining holes can be filled using depth tracking
even if the 2D video material is problematic for current motion estimation
methods. This is a conclusion from theInterviewscene example: the 2D
video material is clearly not optimal for motion estimation, but the results
were nevertheless rated positively by test viewers.

• For 2D video scenes that fulfill the requirements of current motion estima-
tion methods to some extent, it is possible to enhance the 2D video with a
3D effect with relatively little manual work: for theNasascene with a length
of 18 seconds, only three simplistic hand-drawn depth maps were necessary
for good results, even though the visible area of the scene changes due to
camera panning.

While current Depth-from-X techniques are not able to generate suitable
depth maps automatically, they can still speed up the process of manual
depth map creation by giving a good start point.

Parts of the scene that cause difficulties for the motion estimator can be de-
tected with the consistency check from section 3.4: a warning can be issued
if the number of unreliable motion vectors is above a certain threshold. The
user can then provide additional depth maps for these specific parts of the
video, to reduce the errors of depth tracking. Parts of the video for which
the motion estimation is more reliable need less initial depth maps, because
depth tracking will make less errors.

In the context of depth tracking, the following qualities are desirable for im-
proved motion estimation methods:

• An increased per-pixel precision and reliability.

41
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• The ability to handle object movement that spans more than a few pixels
between two frames.

• Lower computation costs, especially for block matching approaches.1

To achieve these goals, it may be necessary to take information from all video
frames into account and estimate the motion of objects across the whole scene,
instead of processing only two frames at a time.

A motion estimation method with above properties would be able to reduce
the number of required depth maps significantly while still allowing better depth
tracking results. This would expand the applicability of depth tracking, especially
for enhancing existing 2D video material with 3D effects.

1One approach to reduce the computation costs that does not depend on the motion estimation
method would be to reduce the resolution of the depth maps: the tests presented in chapter 4 as
well as in [16] and [17] indicate that the human visual system does not need depth information
with pixel precision to perceive a 3D effect.



6. Implementation

6.1. Source and documentation

All algorithms were implemented in C as defined by the ISO/IEC 9899:1999 stan-
dard, also known as C99.

The image manipulation algorithms are implemented in the CVL library. A
command line front end for this library, cvtool, allows easy access to the function-
ality provided by CVL. The source code uses the conventions of GNU1 software:
usually, the steps
$ ./configure
$ make
$ make install
are necessary to compile and install both the CVL library and cvtool. The GNU
Scientific Library2 provides numerical algorithms used by CVL; it is required to
compile the source code. A complete API documentation for CVL is generated
automatically and will be installed together with the rest of the software.

The CD-ROM contains source code, documentation, and binaries for Solaris
(sparc64), GNU/Linux (x86), and Windows. The binaries are statically linked to
avoid a dependency on the external GSL library.

6.2. Using cvtool

Cvtool is designed to be used as a filter: it reads images from standard input and
writes its results to standard output. This allows easy programming of complex
tasks with shell scripts or scripting languages such as Perl or Python. Both the
NetPBM3 image formats (pbm, pgm, ppm) and the YUV4MPEG2 video format
used by the mjpegtools4 are supported.

1http://www.gnu.org/
2http://www.gnu.org/software/gsl/
3http://netpbm.sourceforge.net/
4http://mjpeg.sourceforge.net/
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Cvtool expects a command name as its first argument. All further arguments
are options to that command. For example,
$ cvtool blur --method gauss -x 3 -y 3

< input.y4m > output.y4m
would blur each frame in the videoinput.y4m with a Gauss filter of size 3×3
and write the output to the videooutput.y4m.

A list of available commands can be printed with
$ cvtool help
Detailed information about a commandcmd and its options is given by
$ cvtool help cmd
Commands that are of particular interest with respect to this work are

• blur: Spatial and spatiotemporal blurring

• edge: Edge detection for depth from edges

• opticalflow: Various per-pixel motion estimation methods

• trackdepth: Depth tracking

• dibr: Depth image based rendering

• stereoview: Preparing stereoscopic images or videos for different kinds
of displays.

From a source video filevideo.y4m, containing 100 frames, and the two
depth mapsd00.pgm and d99.pgm for the first and last frame, a stereoscopic
3D video can be produced and prepared for display on a DTI 3D monitor with the
following commands:
$ cvtool opticalflow -m bm-sad -k 2 -M 50 -D 0.1 -L 0.5

< video.y4m > flow-f.txt
$ cvtool reverse < video.y4m > oediv.y4m
$ cvtool opticalflow -m bm-sad -k 2 -M 50 -D 0.1 -L 0.5

< oediv.y4m > flow-b.txt
$ cvtool trackdepth -n 100 -f flow-f.txt -F flow-b.txt

-d d00.pgm -D d99.pgm > depth.pgm
$ cvtool blur -m gauss -x 3 -y 3

< depth.pgm > depth-gauss.pgm
$ cvtool dibr -d depth-gauss.pgm -t 20

< video.y4m > stereovideo.y4m
$ cvtool stereoview 3d-display -f tb

< stereovideo.y4m > stereovideo-dti.y4m
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