
New Insights into the Calibration of ToF-Sensors

Marvin Lindner
Inst. for Vision and Graphics

University of Siegen, Germany
marvin.lindner@uni-siegen.de

Andreas Kolb
Inst. for Vision and Graphics

University of Siegen, Germany
andreas.kolb@uni-siegen.de

Thorsten Ringbeck
PMD Technologies
Siegen, Germany

t.ringbeck@pmdtec.com

Abstract

Time-of-Flight (ToF) sensors have become an alternative
to conventional distance sensing techniques like laser scan-
ners or image based stereo. ToF sensors provide full range
distance information at high frame-rates and thus have a
significant impact onto current research in areas like on-
line object recognition, collision prevention or scene recon-
struction.

However, ToF cameras like the Photonic Mixer Device
(PMD) still exhibit a number of challenges regarding static
and dynamic effects, e.g. systematic distance errors and mo-
tion artefacts, respectively. Sensor calibration techniques
reducing static system errors have been proposed and show
promising results. However, current calibration techniques
in general need a large set of reference data in order to de-
termine the corresponding parameters for the calibration
model.

This paper introduces a new calibration approach which
combines different demodulation techniques for the ToF-
camera’s reference signal. Examples show, that the result-
ing combined demodulation technique yields improved dis-
tance values based on only two required reference data sets.

Furthermore, we discuss a specific effect of the so-
called pre-adjustment step suitable for high-order calibra-
tion techniques based on b-splines.

1. Introduction

In automatization areas like robotics or automotive engi-
neering, the reconstruction of objects and scenes is a nec-
essary fundamental with respect to computer vision. Infor-
mation obtained from digitized scenes represent important
input data for position determination, online object recog-
nition, or collision prevention.

During the last years, a compact and low-priced alter-
native to common laser scanners and stereo-vision setups
has gained in popularity. Based on the time-of-flight prin-
ciple, ToF-cameras like the Photonic Mixer Device (PMD)
are capable to estimate full-range distance information in

real time, i.e. with up to 20 fps, by illuminating the scene
with modulated infrared light and determining the phase-
shift between the reference signal and the reflected light (see
Sec.2).

Unfortunately, several error sources necessitate a proper
calibration of such devices in order to get accurate distance
information. For instance, the measured distance of a PMD
is affected by a systematic error [2, 5], the integration time
and the amount of incident active light [6].

The contribution of this paper is an alternative demodu-
lation scheme for ToF sensors that are based on the sam-
pling of an internal auto-correlation function (ACF). We
discuss a demodulation approach based on the assumption
of a rectangular-shaped reference signal. In addition, we
combine this approach with the frequently used sinusoidal
reference signal (see e.g. [4]) resulting in an efficient cali-
bration technique that requires two reference distance mea-
surements only. Furthermore, we discuss the relation be-
tween a standard fixed-pattern noise correction and the so-
calledpre-adjustmentproposed by Lindner and Kolb[5] in
the context of high-order distance error correction based on
b-splines.

After a short introduction to the technological founda-
tion in Sec.2, an overview of the current calibration models
and reference data acquisition approaches is given in Sec.3.
An alternative demodulation of the auto-correlation func-
tion for box signals and its application for an alternative
distance calibration model is considered in Sec.4. Finally,
the results of the alternative distance calibration model and
some aspects for the high-order b-spline calibration are dis-
cussed in Sec.5.

2. Technological Foundation

The main component of common phase-based ToF-
cameras is a special sensors consisting of so-called smart
pixels [3, 4, 11], each correlating the outgoing reference
signals with the incoming optical signal, i.e. the reflected



signal,r yielding

c(τ) = s ⊗ r = lim
T→∞

∫ T/2

−T/2

s(t) · r(t + τ) dt.

In many approaches a sinusoidal signals is assumed,

s(t) = cos(ωt), r(t) = k + a cos(ωt + φ) (1)

whereω is the angular frequency,a is the amplitude of the
incident optical signal andφ is the phase offset relating
to the object distance, some trigonometric calculus yields
c(τ) = a

2 cos(ωτ + φ).
By sampling the correlation function four timesAi =

c(i · π/2ω), a ToF-camera is capable to determine a pixel’s
phase shiftφsin, the correlation amplitudea and the inci-
dent light intensityb by

φsin = arctan

(
A3 − A1

A0 − A2

)

, b = 1
4

3∑

i=0

Ai, (2)

a = 1
2

√

(A3 − A1)2 + (A0 − A2)2

The distance to the according object region isd = c
4πω φ,

wherec ≈ 3 · 108 m
s is the speed of light.

Note, that theoretically three samples are sufficient, but
due to stability considerations, four samples are commonly
used.

3. Prior Work

The assumption of a sinusoidal correlation function as
in Sec.2 is not met for existing sensors. Due to hardware
and cost limitations, it is practically not feasible to gener-
ate a perfect sinusoidal reference signal. Analyzing the real
reference signal of a PMD camera, it arises that the optical
signal shape is rather far from the theoretical assumed sinu-
soidal shape. [8]. The result is a systematic distance error as
shown in Fig.1.

At present, two major directions to handle the system-
atic error of ToF-cameras exist. On the one hand, a more
accurate representation of the ACF and the corresponding
reconstruction is discussed (see Sec.3.1), on the other hand
methods have been proposed to correct the systematic dis-
tance error by phenomenological calibration models (see
Sec.3.2).

3.1. Higher Order Demodulation

Assuming the correlation to be an ideal convolution as
depicted in Eq.1, the correlation function for nonharmoni-
cal signals typically consists of higher Fourier modes.

Therefore, Langer [4] and Rapp [8] discuss an enhanced
representation of the ACF modeled by a finite sum of super-
imposed cosine waves

c(τ) =
l∑

k=0

ck cos(k(ωτ + φ) + θk).

A least square optimization overN ≥ 2l +1 samples of the
ACF leads to following phase demodulation schema:

kφ + θk = arg

(
N−1∑

n=0

Ane−2πik n

N

)

whereAn = c(2π
ω · n

N ). Finally, the distance related phase-
shiftφ can be obtained by using a look-up table for the fixed
offsetsθk of the additional modes.

In practice, extending the demodulation theme for non-
harmonically signals is impracticable as the number of re-
quired sample images as well as the calculation effort for
the demodulation would be too large. Especially the higher
number of samples leads to further interferences in acquir-
ing dynamic scenes.

3.2. Correction of Distance Errors

3.2.1 Modelling the Distance Error

Simple calibration models for phase-based ToF-cameras try
to model the systematic error by linear or polynomial func-
tions [1, 10] or as fixed-pattern noise. For some special
cases, e.g. a rather small range of interest, this approach
might be a suitable, but in general they restrict the work-
ing range of the sensor or the accuracy (see also Fig.1).

More accurate models use look-up tables [2] or higher
order functions e.g. modeled by b-splines [5] in order to
express the systematic error more precisely. These models
provide a much better error compensation, but result in an
increased calibration effort. Especially the required amount
reference data and calibration data is required.

The b-spline approach introduced by Lindner and
Kolb [5] first transforms the measured and the reference
data into cartesian coordinates resulting in measured dis-
tancesmk(x, y) at pixel (x, y) with reference distance
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Figure 1. Demodulation error in [cm] over the interval 1-4 m with
a b-spline fitting (solid line).



(ground truth)dk(x, y) for thek-th reference distance. The
method mainly consists of three steps:

1. Determine a global b-splined = bglob(m)
subject to the least-squares minimization of
∑

(x,y),k (b(mk(x, y)) − dk(x, y))
2

2. A per-pixel pre-adjustment using a linear functionlpre
x,y

per-pixel(x, y) subject to the least squares minimiza-

tion of
∑

k

(
mk(x, y) − mavg

k

)2
, wheremavg

k is the av-
erage over all distance measurements for thek-th ref-
erence distance. The resulting correction after this step
is

m̃(x, y) = bglob(m(x, y) − lpre
x,y(m(x, y))).

3. Post-adjustment further reduces the remaining dis-
tance error using a second linear function per pixel
lpost
x,y . The final correction after this step is

˜̃m(x, y) = m̃(x, y) − lpost
x,y (m̃(x, y))).

The second step accounts for the fact, that the b-spline cor-
rects theaveragesystematic distance error, but individual
pixel offsets lead to a evaluation of the b-spline at a wrong
distance, respectively phase, and thus to a wrong distance
correction.

Note, that both linear per-pixel correction steps can be
used optionally.

3.2.2 Acquisition of Reference Data

All calibration approaches need a rather dense set of refer-
ence data, which makes the calibration process fairly com-
plex with increasing accuracy.

The most obvious and simple approach for this task cov-
ers the utilization of special track lines, which can be usedto
automatically address precise distances to e.g. a plane wall
[2, 5].

Other approaches try to avoid the need for special equip-
ment by using vision based algorithms [6] optional im-
proved by regression methods in combination with stereo-
vision like setups [1]. Here, position and orientation of the
reference plane are determined by the camera’s extrinsic pa-
rameters in respect to a special marker. The marker is de-
tected in the PMD’s intensity or an optional second high-
resolution camera image and it pose is computed using stan-
dard CV methods [7].

For low-resolution ToF-cameras like the 3k-PMD the
utilization of regression methods turned out to be recom-
mendable. Here, the extrinsic parameters are additionally
improved by an iterative optimization approach. In each
step a synthetic view for the given set of parameters is gen-
erated which leds to a successive parameter adjustment [9].

Figure 2. Sampling values for a triangular correlation function and
their corresponding phase offset. Special care must be taken for
the gray shaded cases.

4. Alternative Calibration Approach

The improvement of distance accuracy by either en-
hanced demodulation schemes or heuristic calibration mod-
els usually implies extra effort by means of hardware modi-
fication or reference data acquisition. For this reason, an al-
ternative approach would be desirable, which uses the stan-
dard four ACF samples and, at the same time, less reference
data compared to existing models.

4.1. Demodulation of a Triangular ACF

For Photonic Mixer Devices, measurements reveal that
the reference signal exhibits a mixture between a rectangu-
lar and a sinusoidal shape [8], which leads to an alternative
demodulation approach.

Assuming an ideal rectangular signal, the correlation
function c is triangular with its valley points displaced by
the phase shiftφtri (see Fig.2).

By fitting two intersecting lines

l1,2(θ) = m1,2 · (θ − φ′

tri) + t

with m1 = −m2 through the sample pointsAi, the phase
offsetφtri can be obtained by

φtri =

(
π

2
·

A3 − A1

A0 − A2 + A3 − A1
︸ ︷︷ ︸

π−φ′

tri

)

+

{
π A0<A1∧A2>A3

0 else



The amplitudea can be calculated by

a =
1

4

3∑

i=0

Ai − t

However, special care most be taken for phase shifts where
the valley points are located between the first two and the
last two sample points (gray shaded cases in Fig.2). In this
case, the last sample point must be moved to the front in
order to establish the right fitting situation. This means that
Ai becomesA(i+1) mod 4 whereas the intersection pointt
is shifted by an additional amount ofπ/2.

4.2. Combined Demodulation

Applying the new demodulation approach, the distance
error unfortunately can not be reduced compared to the si-
nusoidal case (see Fig.3). However, the new sampling ap-
proach can still be used to attenuate the distance error. As
the error trend is inverse to the systematic error for sinu-
soidal demodulation, a linear combination

φ = a · φsin + b · φtri + c (3)

seems to be suitable to compute a new phase offset with
higher accuracy than the one provided by the individual de-
modulation schemes.

Analog to existing heuristic calibration modules, the op-
timal linear combinationa, b and c can be find by least
square optimization in respect to known reference data.

To keep the number calibration parameter as small as
possible, we decided to letc be a constant per-pixel offset
comparable tofixed pattern noise, whereasa andb corre-
spond to global calibration parameters.

5. Results and Discussion

5.1. Combined Demodulation

Our measurements have shown that the combined de-
modulation approach actually can not keep up with the b-
spline approach presented in [5], but in contrast is fairly in-
dependent to the number of reference images (see Fig.4).

Combined demodulation is therefore very effective in
means of the required reference data, i.e. two reference im-
ages are already adequate to archive good results. An ac-
curate b-spline in contrast needs about 12 - 16 well chosen
reference images to avoid undersampling. As a result, an
acceptable distance adjustment can be archived for a mini-
mum number reference data using the proposed combined
demodulation in Eq.3.

Compared to a constant or linear adjustment of the orig-
inal demodulation scheme, i.e.a = 1 andb = 0, the com-
bined demodulation model gives clearly the best results as
it is the only technique out of these three which is able to
cope with the systematic error (see Fig.5).
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Figure 3. Mean distance error for the original and the new triangle-
based demodulation approach.

 0

 1

 2

 3

 4

 5

 6

 1  1.5  2  2.5  3  3.5  4

e
rr

o
r 

[c
m

]

distance [m]

combination (2 images)

combination (6 images)
bspline

Figure 4. Mean distance error for the combined demodulationap-
proach using two (solid) or six reference images (dashed line)
compared to the optimal b-spline results.

Improved results can be archived by high-order combi-
nations ofφsin andφtri like

φ =

2∑

i,j=0

aij · φ
i
sinφ

j
tri .

Unfortunately, this way the number of parameters and there-
fore the number of necessary reference images increases,
which in result brings no real advantages compared to e.g.
the b-spline approach [5].

5.2. B-Spline Calibration Scheme

Evaluating the different calibration methods and com-
paring them to the combined demodulation scheme pro-
posed in Sec.4, some interesting results regarding the b-
spline technique introduced by Lindner and Kolb [5] (see
also Sec.3.2.1) could be derived.
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Figure 5. Mean distance error for the combined demodulationap-
proach (solid line) compared to constant and linear per pixel ad-
justment (dashed lines). The b-spline results are added forcom-
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Concerning the per-pixel approach in [5], there have
been some discussions and two strong conjectures:

1. linear correction does not significantly improve the re-
sults compared to a constant per-pixel correction (fixed
pattern noise)

2. pre-adjustment is basically the same as post-
adjustment, i.e. a linear correction applied to the re-
maining distance error

Our test invalidated the first conjecture and validated the
second. Even though the linear coefficients for the per-pixel
correction are in general very small (about10−3 at aver-
age), the linear correction exhibits a significant improval
over the simple usage of constant per-pixel correction ap-
proaches (see Fig.6). This is also true, if we consider the
standard deviation for the distance error (see Fig.7).

The main argument against the second conjecture is the
fact, that the per-pixel offsets are applied to a non-linear
correction function. However, the results reveal that the ap-
plication of the pre-adjustment or alternatively the post-
adjustment yield very similar results. Obviously, the non-
linearity of the distance correction, i.e. the b-spline is small
enough in the range of the per-pixel displacements, result-
ing in an overall nearly linear per-pixel correction effect.

Concerning the effects of applying both, the pre- and the
post-adjustment, we found, that there is only a little im-
provement. This has already been reported in [5].

6. Conclusion

We discussed a demodulation approach for an alternative
triangle-shaped correlation function for ToF-sensors. Com-
bining this approach with the known demodulation for si-
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nusoidal signals, we found a way to improve the distance
accuracy on the basis of two reference images only.

Furthermore, we discussed some aspects of the high-
order b-spline calibration method proposed by Lindner and
Kolb [5]. As a result, we could show, that either pre- or
post-adjusted results based on linear correction functions is
a good compromise between quality on the one hand and
and computatial and storage costs on the other hand.
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